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Abstract. SUMTIME-MOUSAM is a Natural Language Generation (NLG) system that produces textual weather forecasts for offshore oilrigs from Numerical Weather Prediction (NWP) data. It has been used for the past year by Weathernews (UK) Ltd for producing 150 draft forecasts per day, which are then post-edited by forecasters before being released to end-users. In this paper, we describe how the system works, how it is used at Weathernews, and finally some lessons we learnt from building, installing and maintaining SUMTIME-MOUSAM. One important lesson has been that using NLG technology improves maintainability although the biggest maintenance work actually involved changing data formats at the I/O interfaces. We also found our system being used by forecasters in unexpected ways for understanding and editing data. We conclude that the success of a technology owes as much to its functional superiority as to its suitability to the various stakeholders such as developers and users.

1 INTRODUCTION

Modern weather service companies operate in a competitive market where quality of their forecasts must show continuous improvement. Forecasters in these organizations predict weather under the guidance of weather data generated by Numerical Weather Prediction (NWP) models. In order to produce a weather forecast for a specific end user, they carry out two tasks:

1. To compile weather prediction information fulfilling the needs of the end user. This task requires them to use NWP model along with other sources of weather data such as satellite pictures and their own forecasting experience.

2. To present the weather prediction information to the end user in a suitable medium such as graphics or text.

The quality of the weather prediction is largely determined by the first task. Particularly, the knowledge that human forecasters bring to weather forecasting is very crucial for higher quality forecasts. From the quality perspective, forecasters are expected to spend more time on the first task in comparison to the second task. This is possible if the second task of presenting weather information to the end user is automated.

In collaboration with Weathernews (UK) Ltd, as part of the SUMTIME project, we have studied the task of presenting weather information textually to oil company staff supporting offshore oilrig operations in the North Sea. We have used a variety of knowledge acquisition (KA) techniques developed in the expert system community to understand how humans perform weather forecasting [1].

From the KA we have identified a number of requirements that the text generation solution should fulfill. A few of these are described below:

1. Consistency of Language Use: Individual forecaster variation is one of the initial observations we have made while studying a corpus of human written forecasts [2]. For example, forecasters differed significantly in their usage of time phrases such as ‘in the evening’ to mean either 1800 hours or 2100 hours. This could cause confusion to the end user about when exactly a predicted change occurred. Using language consistently is an important requirement.

2. Sensitivity to End-User: Another key observation was that content of a forecast should depend upon the end user. Different oilrigs need different details of information in a weather forecast. An offshore oilrig in the North Sea might require different details from one in the Persian-gulf because of the differences in their structural designs.

3. Forecaster Control: It is important that the forecasters who use our system should be able to control its output without writing new code. The need for this might arise due to changes in end user requirements. Because of their long working experience, forecasters understand the end user requirements and also understand how they effect the generation of forecast texts.

4. Data Analysis: Weather data used by forecasters consists of time series of various parameters such as wind speed, and wind direction. Forecasters analyse the time series data to select important data points to include in the weather report. This data analysis needs to be integrated with text generation.

Using the knowledge gathered from our KA studies, we built SUMTIME-MOUSAM to generate textual marine weather forecasts for offshore oilrig staff [3]. The system has been in use at Weathernews for the past year producing draft forecasts, which are then post-edited by their forecasters before being sent to the end users. In section 2 we briefly describe SUMTIME-MOUSAM and explain how it is used at Weathernews. In section 3 we discuss the lessons we learnt from our experience of building, installing and maintaining SUMTIME-MOUSAM.

2 SUMTIME-MOUSAM

SUMTIME-MOUSAM follows the simple pipeline architecture for text generation [4] as shown in Figure 1. Input to SUMTIME-MOUSAM is obtained by sampling forecaster edited data from the NWP model prediction at the required grid point.
Table 1 shows a portion of input to our system for 12 June 2002. Full data set includes approximately forty basic weather parameters predicted for 72 hours (3 days) from the issue time of the forecast. Table 2 shows the first day forecast text generated by our system. Output forecast text is organized into various fields such as Wind, Wave, Weather etc. Each of the fields describes a few basic weather parameters. For example, the wind field of the forecast has been generated using the data shown in Table 1. Next, we briefly describe the major modules.

**Document Planning**: This stage is responsible for determining content and organizing (structuring) it coherently. We use Weathernews’ recommended structure. Content determination involves selecting ‘important’ or ‘significant’ data points from the underlying weather data to be included in the forecast text using the bottom-up segmentation algorithm [5][6].

**Micro-planning**: This stage is responsible for lexical selection, aggregation and ellipsis. Here we have used the rules we have collected from our corpus analysis and other KA tasks.

**Realization**: Finally this stage is responsible for producing a grammatically acceptable output. We have developed a simple realize that is tuned to the sublanguage of weather forecasts.

**Control Data**: This is an external data source that partially controls the text generation process in **SUMTIME-MOUSAM**. Forecasters can edit this data externally to tailor the output text. For example, error function data for controlling the segmentation process is specified here.
Weathernews manages their marine forecast production with the help of an internally developed tool called Marfors. Marfors calls **SumTime-Mousam** to produce textual forecast from weather data (NWP model output or forecaster edited data). Figure 2 shows the use of **SumTime-Mousam** at Weathernews. To start with forecasters initially load the NWP data corresponding to a client’s request into Marfors. They then use their meteorological knowledge to edit the NWP data and call **SumTime-Mousam** to generate an initial draft of the textual forecast for the required location. Forecasters use this initial draft largely to understand the underlying data set. This has been an unexpected use of our system; our system output was not intended for forecasters. Yet, we find the forecasters using our output to understand data and to use that understanding for editing data. The cycle of edit-data and generate-text is carried out for a number of iterations until the forecasters are satisfied with the weather data, which is shown as ‘Edited data’ in Figure 2. **SumTime-Mousam** is once again invoked to generate a final draft textual forecast, which is shown as ‘Pre-edited text’ in Figure 2. Forecasters use Marfors to post edit the draft textual forecast to prepare the final forecast, which is shown as ‘Post-edited text’ in Figure 2. Figure 3 shows the screen shot of Marfors editors used by forecasters at Weathernews to edit data and text.

In the past there have been efforts to use NLG technology for weather forecasting. For example ICWF [7], FOG [8] and MultiMetoe [9]. For a more exhaustive list of weather forecast text generators please refer to the NLG system list published by John Bateman and Michael Zock [10]. Of particular significance is the system FOG (Forecast Generator) used by the Canadian Weather Agency. FOG produced public and marine weather forecasts in two languages, English and French. The main focus of the system has been on using Meaning Text Theory to generate bilingual output. Based on the descriptions of the system, it is not clear how it performs content selection. In comparison to FOG where the focus is more on the linguistic theory for bilingual output, **SumTime-Mousam** focused more on analysis of weather data to determine ‘important’ information to be included in the weather report. MULTIMETEO is another weather forecast text generation system that follows an interactive approach to multi-lingual text generation. The system is equipped with a knowledge administration facility that allows forecasters to edit the output text generated in one language and uses that knowledge to produce forecasts in several other languages. Perhaps because of its commercial value, it is hard to find published material describing technical details of MULTIMETEO. Based on the available details it appears that our control data is similar in concept to their knowledge administration.

### 3 Lessons from SumTime-Mousam

In the past one year **SumTime-Mousam** has been used by forecasters at Weathernews to produce 150 forecasts per day. We have carried out a post-edit evaluation of our system where we have counted the number of edits (add, delete, replace operations) human forecasters performed while editing ‘pre-edited text’ to produce the final ‘post-edited text’ as shown in Figure 2. For example consider the following texts:

A. Pre-edit Text: SW 20-25 backing SSW 28-33 by midday, then gradually increasing 34-39 by midnight.


We first divide A and B into constituent phrases such as ‘SW 20-25’ and ‘backing SSW 28-33 by midday’. Phrases from A are then aligned to phrases from B. Once the phrases are aligned, we then count all the edits performed on each aligned phrase pair such as ‘then gradually increasing 34-39 by midnight’ aligned to ‘gradually increasing SSW 34-39’. For this example pair, we count ‘then’ deletion, ‘SSW’ addition and ‘midnight’ deletion. More details of our evaluation work have been described in [11]. The results of our evaluation have been shown in the following table by classifying the mismatches:
According to our evaluation our rules for performing ellipsis need to be refined. Work is currently underway to learn better ellipsis rules. In this section we present the lessons we learnt at different phases of SUMTIME-MOUSAM’s lifecycle.

### 3.1 Lessons from the development phase

The very first version of SUMTIME-MOUSAM was developed based on a method suggested by one of the experts from Weathernews. This method used what can be called a template-based approach to text generation [12]. Essentially a template-based approach is based on manipulation of character strings to produce text output. There is no explicit linguistic knowledge in these systems and also there is no modularization of text generation tasks. Code belonging to a deeper level task such as selecting content also deals with a surface level task such as punctuation. Each separate output text is produced as a special case. Although this approach was simple to implement for the initial version, it was not easy to extend it to generate the full range of output texts. Particularly writing code for arranging words in the grammatical order and adding punctuation marks was a nightmare. Subsequent versions of SUMTIME-MOUSAM followed more modularised approach as described in the previous section. This allowed us to focus on each of the tasks of text generation independently. Also it facilitated our knowledge acquisition activities.

### 3.2 Lessons from the installation phase

The main work at this phase was to tune the I/O interface to Weathernews database. We should have anticipated this mismatch of I/O interfaces and taken corrective measures during the development phase. One solution we have followed finally was to de-couple I/O from the rest of the processing so that any future changes will affect only the I/O interface classes as long as the new classes pass the required data to the rest of the system. Although this is a routine software engineering issue, it is quite important for the success of our system.

### 3.3 Lessons from the maintenance phase

During the past one year of its operation at Weathernews, forecasters raised a number of concerns about our system output and we have carried out multiple maintenance activities on the system to fulfill these change requests. Through this work, we have made interesting observations about maintainability of NLG technology. Maintenance of a text generator, like for any other software, is an important phase of its life cycle. The FOG system discussed in section 2 has to deal with a number of sub-language issues during its maintenance phase [13]. The developers of the MULTIMETEO have designed knowledge administration station to allow forecasters to carry out routine maintenance operations on their system [14].

An important feedback from the forecasters using our system is that we should focus our future work more on simple fields we already do well rather than working with complex fields that we do only moderately well. In the context of building successful AI applications, Rob Milne [15] made a similar observation about focusing on ‘narrow, vertical application areas’ and recommended delivering ‘complete solutions to users’.

1. **Database Issues:** As discussed earlier in sub-section 3.2, many changes were made to the system to alter its database. In fact, these changes took more time than all the other changes carried out on our system. Because text generation systems often function as embedded components in a larger system, interfaces to other components need to be carefully planned.

2. **User Interface Issues:** One of the main features of SUMTIME-MOUSAM has been that forecasters (users of the system) can control the output text by changing data in an external file (shown as Control data in Figure 1). After its installation, forecasters have experimented with control data and generated three different versions of control data files. They are called ‘fine’, ‘default’ and ‘coarse’. As their names indicate these three files produce texts with different levels of detail, ‘fine’ produces a very detailed forecast while ‘default’ produces a forecast with lesser details and so on. Out of these files only ‘default’ gets used all the time understandably because it provides a balance between the other two. However, what is not clear is why forecasters do not use the control data more dynamically controlling individual forecasts. It was hard to get feedback on this from forecasters. Although control data was a feature requested by the forecasters, in practice they are not using it. Our current graphical user interface does not allow forecasters to edit control data while editing forecast text; the control data needs to be edited offline. Better user interface will perhaps make forecasters use this feature more often.

3. **Additional Fields in the Weather Report:** As discussed in section 2, weather forecasts are organised into a number of fields each describing data related to a subsystem of weather. We have been asked to add two new fields viz., ‘Swell Period’ and ‘Wind Wave Period’ (shown in Table 2). These two statements partially describe the information contained in the field ‘Wave period’ (also shown in Table 2). This change is a typical maintenance request asking for extending the system to produce additional text after its design and development. In our case, this extension did not force many changes to the system. This is because we already have all the stages of processing implemented in independent modules. We could simply call these modules to work on the required data without writing any new code that performs generation tasks such as content selection and lexical choice. On the other hand we like to contrast this with the amount of new code that would have been needed in template-based systems that we have talked about earlier in sub-section 3.1. For every new output, these systems need additional code written entirely from scratch performing tasks such as content selection and lexical choice. NLG techniques enjoy this advantage of building on the infrastructure developed initially for subsequent extensions.

4. **Improved NLG:** We have made many changes to our system based on the post-edits forecasters performed on our system output.

   a. Our study of post-edits revealed that the most common editing operation performed by the forecasters is to delete a word or phrase generated by our system. In other words, our rules for ellipsis require modification. In our system all the ellipsis rules are processed in a module...
called micro-planner (see figure 1) which contains rules such as:

- Suppress direction phrase if same as the previous direction phrase
- Suppress speed phrase if same as previous speed phrase
- Suppress the entire wind phrase if both speed phrase and direction phrase are suppressed

Making changes to our system’s ellipsis behaviour involves making changes to one of these rules located in a single module. On the other hand, template-based systems will require changes to be made at multiple locations leading to all the different outputs. From the maintenance perspective once again we find NLG technology more beneficial as opposed to the template technology.

b. One outstanding change request from forecasters requires our system to restrict the number of words contained in a statement. Human readers prefer a concise message carrying important weather information rather than a verbose statement. Such size constraints on text generation output have also been reported in [16]. Size constraints are hard to be fulfilled in the simple pipeline architecture we follow. Reiter [16] suggests that allowing multiple solutions to be passed down the pipeline or adding an additional revision module at the end are two alternative solutions to this problem. We plan to follow the multiple solution approach in our system.

Multiple solutions can be useful in another context as well. When we generate text from weather data, there are multiple ways in which we can describe data. The current version of our system produces only one of these descriptions as its output. While post-editing our system output as described in section 2, we have noted some forecasters making lot more edits than others because of differences in their individual preferences. If our system generated multiple descriptions then forecasters could choose the required descriptions.

c. Another outstanding change request from Weathernews is about extending the current system to produce multi-lingual output, particularly in Norwegian. Because of our approach to text generation, our processing is language independent and therefore is capable of generating multi-lingual output.

d. Certain input data sets contain patterns of special interest and their description should be different from normal descriptions. For example, if wind speed shows a pattern of rise and fall many times in a forecast period, it should be described with the phrase ‘variable wind’ rather than a sequence of phrases describing wind ‘rising’ and ‘falling’. We need additional data analysis techniques for detecting these patterns.

e. A related issue comes from an observation we made while studying humans writing forecast texts from weather data. Human forecasters analyze input weather data with a view to building what we call ‘overview’ of the weather. Forecasters use this overview to select content for individual fields. Because all the fields derive content consistent with the overview, the forecast as a whole conveys a consistent view of the weather. Overview is an elusive concept and we are exploring ways to incorporate it into our processing.

4 CONCLUSION

Text generators like any other software operate in an ever-changing environment and therefore must be designed for maintainability. From our experience of using SUMTIME-MOUM for weather forecast generation we conclude that NLG technology (a) allows forecasters to control the text without writing code and (b) offers robust design that allows easier maintenance. We also believe that the final success of the system depends upon its suitability to various stakeholders such as developers and users.
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