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Abstract. One approach to reduce the inherent complexity of planning is problem decomposition. This paper introduces a new decomposition technique in STRIPS domains which is based on the idea of landmark. Landmarks are ordered and grouped in different sequential sets named intermediate goals (IG), being each IG a sub-goal to solve. Then, we build the initial state (IS) corresponding to each IG, such that each pair (IS, IG) is viewed as an independent problem. This way a multiprocessor system can be used to solve these problems concurrently.

1 Introduction

Planning is a difficult task. One of the techniques that can be used to reduce this difficulty is problem decomposition, that is, decomposing the planning problem into smaller problems, solving these problems and combining the obtained solutions. This approach brings three advantages: (1) the obtained problems are simpler than the original problem, and, consequently, are easier to solve, (2) a concurrent resolution (in a multiprocessor system) of these problems may report important time savings and (3) the same new techniques used in general planning can also be used to solve these problems.

In this paper, we present a new decomposition technique for STRIPS domains. This technique first studies the structure of the planning problem \( P = (\mathcal{A}, I, G) \) to extract a set of landmarks, that is, literals that must be true in any solution plan. These landmarks are grouped into sequential intermediate goal sets \( IG_i \), where each \( IG_i \) defines the goal of a new subproblem. Then, we compute an intermediate initial state \( IS_i \) for each new subproblem. These problems \( P_i = (\mathcal{A}, IS_{i-1}, IG_i) \) can be solved by any planner to obtain a plan \( PL_i \). The final solution plan for the original problem is obtained by simply concatenating the plans \( PL_i : PL = PL_1 \circ PL_2 \circ ... \circ PL_{n-1} \circ PL_n \).

2 Overview of our decomposition technique

In order to explain our decomposition technique, we introduce the example shown in Figure 1. In this problem, the goal is to transport some crates from one location to another to obtain the configuration specified in the goal.

Our decomposition approach is based on the concept of landmark and on the orders that can be established between them ([6], [5]).

**Definition 1** A landmark is defined as a literal that is true at some point in all solution plans.
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**Definition 2** There is a necessary order between two landmarks \( l \) and \( l' \) if \( l \) is a prerequisite for achieving \( l' \). A reasonable order between \( l \) and \( l' \) states that it is reasonable to achieve \( l \) first, because otherwise \( l' \) would be achieved twice in the plan.

**Definition 3** A LG is a graph \((N, E)\) where \( N \) is the set of landmarks and \( E \) represents the necessary and reasonable orders among landmarks. We represent as \( l \lt l' \) the existence of an edge between two landmarks \( l \) and \( l' \) in the LG.

We can identify the following landmarks in our example, among others: (clear Pallet2), (lifting Hoist2 Crate0) and (on Crate0 Pallet2). We can establish the following necessary orders between these landmarks: (clear Pallet2) \( \lt_n \) (on Crate0 Pallet2) and (lifting Hoist2 Crate0) \( \lt_n \) (on Crate0 Pallet2). From these necessary orders we can conclude that: (clear Pallet2) \( \lt_r \) (lifting Hoist2 Crate0).

Once the LG for a planning problem is built, our decomposition technique uses this graph to compute the intermediate goals.

**Definition 4** An intermediate goal (IG) is a set of landmarks that must all be true at the same point in a solution plan.

Each IG must accomplish the following properties:

**Property 1** All the literals in an IG must be consistent\(^4\) between each other.

**Property 2** A literal \( l \) belongs to an IG if and only if all its predecessor nodes in the LG\((N, E)\) have been visited before \( l \).

**Property 3** A visited literal \( l \) is propagated to the following IGs if \( l \) belongs to \( G \) or until a successor literal \( l' \) in the LG\((N, E)\) is visited.

In our example, the first IG is: \{ (clear Crate2), (lifting Hoist1 Crate0), (lifting Hoist2 Crate1), (clear Pallet2) \}. The next IGs are computed by

\(^{4}\) Two literals are said to be consistent when they can simultaneously belong to the same correct planning state.

\(^{5}\) A literal is said to have been visited if it has been included in a previous IG.
going through the $LG(N,E)$ and grouping together those landmarks that fulfill the given properties.

Once a planning problem is decomposed into a set of $n$ ordered IGs, our aim is to compute an intermediate state for each new subproblem so that they can be solved concurrently.

**Definition 5** An intermediate state ($IS_i$) for $P_{i+1}$ is a complete world state which will contain the literals from $IG_i$ plus some other literals necessary to complete the state: $IS_i \supseteq IG_i$.

Consequently, we have to find the set of literals to add to $IG_i$ such that makes $IS_i$ be the closest consistent state to $IG_i$ (according to $IS_{i-1}$). In order to do so, we use the concept of property space [1].

**Definition 6** A property $pr_i$ is a predicate $pr$ subscripted by a number between 1 and the arity of that predicate.

**Definition 7** A property state ($PS$) is a conjunction of properties such that all the properties in the set must hold for an object in a particular problem state.

**Definition 8** A property space is (in short) the set of $PS$s that specify all the possible states of an object.

A $PS$ for a crate in the depots domain is $[\text{in}_1]$, which indicates that, in a valid state, a crate can be in a truck. The complete property space for crates is: $\{[\text{in}_1], [\text{clear}, \text{on}_1, \text{at}_1], [\text{on}_2, \text{on}_1, \text{at}_1], \text{lifting}_1\}$. In order to build $IS_i$, we use the previous $IS$ ($IS_{i-1}$) and the previous IG ($IG_i$). Then, we select the most appropriate $PS$ for each object in the domain in this particular state and we instantiate it in order to obtain the literals that will be contained in $IS_i$.

Assuming that $IS_{i-1} = \{\text{clear Pallet1}\}$, (at Pallet1 Distributor0), (at Hoist Distributor0), (lifting Hoist Crate1) and $IG_i = \{\text{on Crate1 Pallet1}\}$, the most appropriate $PS$ for Crate1 is $[\text{clear}, \text{on}_1, \text{at}_1]$. Therefore, the literals referring to Crate1 that will be included in $IS_i$ are $\{\text{clear Crate1}\}$, (on Crate1 Pallet1), (at Crate1 Distributor0)).

### 3 Experiments

In this section, we show a comparison between the results obtained with and without our decomposition technique when solving problems from four domains with three state-of-the-art planners that took part in the last IPC: FF[4], LPG[3] and VHPOP[7].

The problems obtained through the decomposition process can also be solved sequentially (row $TS$). In this case, it is not necessary to compute the intermediate states. $TC$ has been computed as follows ($T_{\text{decomp}}$ is the time used for decomposing a problem, $T_{\text{problems}}$ is the time used to solve all the subproblems sequentially and $T_{\text{max pr}}$ is the time used to solve the largest problem):$$ TC = T_{\text{decomp}} + \text{Max} \left( \frac{T_{\text{problems}}}{n} , T_{\text{max pr}} \right) $$

The most outstanding result is that the three planners are able to solve more problems when they are executed with our decomposition technique. Therefore, we can affirm that our technique decomposes the original problem into simpler problems. On the other hand, though solving a decomposed problem usually implies a lack of quality in the solutions (due to the problem is not considered as a whole), our results show that the order in which landmarks are included in the IGs allows to preserve the quality of the solutions and to obtain shorter plans in many cases. With respect to execution time, we can observe that our approach allows planners to solve some problems in a shorter time. As a conclusion, we can affirm that the use of our decomposition technique and the concurrent resolution of the obtained problems can report significant time savings in many cases, which are more remarkable with more time-consuming planners.

### 4 Conclusions

In this paper we have introduced a new decomposition technique for planning problems in STRIPS domains. This technique is fully operative and, as the empirical results show, it can provide important benefits in the resolution of planning problems. Moreover, it is based on well-funded concepts on domain analysis in planning such as the extraction and ordering of landmarks and the notion of property spaces.

As for the further work, we are working on extending this work to the decomposition of temporal planning problems.
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