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Abstract. Case-basedreasoning(CBR) aimsat usingexperience
from the pastin order to guide future problemsolving ratherthan
“startingfrom scratch”every time.We proposea CBR strategy par-
ticularly suitablefor realizingthisprincipleif heuristicsearchis used
asa problemsolvingmethod:Givena new problem,a CBR method
exploitspreviouslysolvedproblemsin orderto predictaregionof the
searchspacewhich is (provably) probableto containthe solution.
The efficiency of a searchmethodappliedafterwardsfor actually
finding thesolutionis thenimprovedby focusingon this region.Our
resultsprovide a formal basisfor the intuitively meaningful(even
thoughnot always justified) idea to concentrateon thosepartsof
the searchspacewheresolutionsto similar problemshave already
beenfound.Theapproachoutlinedin thispapereithercanbeseenas
oneof CBR-supportedheuristicsearchor asa formal framework of
search-orientedCBR.

1 INTR ODUCTION

Heuristic searchis undoubtedlyone of the most important prob-
lemsolvingmethodsin operationsresearchandartificial intelligence
(AI). Unfortunately, the sizeof searchspacescanalreadybe huge
for toy problems,let aloneproblemsoriginatingfrom practice.Even
though sophisticatedheuristicscan greatly reducethe amountof
computation,an exponential(average)time complexity of (global)
tree-searchalgorithmsis often unavoidable.The rangeof applica-
tionsof heuristicsearchishencelimited,atleastif oneis interestedin
finding optimalsolutions,possiblyunderreal-timeconditions.Still,
efficiency can be improved at the costof solutionquality in many
cases.Besides,local (iterative improvement)searchtechniquessuch
as,e.g.,SIMULATED ANNEALING canbeusedwhengiving up the
optimality requirement.Suchmethodsoftenfind near-optimalsolu-
tionswith reasonablecomputationaleffort [13].

A further problem solving methodof heuristic nature,namely
case-basedreasoning(CBR), hasrecentlyreceivedconsiderableat-
tentionin AI. Theguidingprincipleunderlyingcase-basedproblem
solving is the “CBR hypothesis”which, looselyspeaking,assumes
that “similar problemshave similar solutions.” More precisely, the
ideaof CBR is to exploit theexperiencefrom (attemptsat) solving
similarproblemsin thepastandto adaptthensuccessfulsolutionsto
the currentsituation[11]. The similarity-guidedinferenceprinciple
of CBR is closelyrelatedto methodsof instance-basedlearning[2].

The objective of combiningthe merits of different methodshas
givenriseto theemergenceof hybrid(integrated)approachesin sev-
eralfieldsof AI, notablyproblemsolvingandmachinelearning.The
ideaof integratingCBR andheuristicsearchpresentsitself if similar
problemshave to be solved repeatedlyandif heuristicsearchtech-
niquesturn out to be adequatefor doing so. Indeed,realizationsof�
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this ideacanalreadybe found in literature(e.g. [7]). The methods
proposeduseCBR mainly for guiding the searchprocess,e.g.,by
choosingsearchoperatorsbasedon the successof their application
to similar searchstates.Even if this strategy might be effective for
individual problems,we doubt that it canbe successfulin general.
As a majorreasonlet usmentionthatCBR belongsto theso-called
lazy learningmethods[1]: It simply storesobserved casesbut de-
fers processinguntil receiving the requestfor an information.An-
sweringthe requestis then accomplishedby somehow combining
thestoreddata,a processwhich requiresat leastthesearchingof the
case-base.Thus,CBR can learnvery efficiently by simply storing
observationsbut causeshigh computationalcostswhen answering
requests.This, however, doesgenerallyexclude the applicationof
CBR while searchis in progress:Evenif it might beableto support
singlesearchdecisions,a CBR strategy will probablyincreasethe
overall time complexity dueto thelargenumberof nodeexpansions
whichhaveto bemade.In fact,alternative(model-based)approaches
suchas,e.g.,probabilisticmodels[3] seemmore suitablefor this
kind of (“on-line”) decisionsupport.

Yet, we suspectthat a combinationof CBR andheuristicsearch
canbevery efficient, providedthatbothmethodsareusedappropri-
ately. In this paper, we follow the ideaof usingCBR andheuristic
searchnotsimultaneouslybut in succession.Looselyspeaking,CBR
makesuseof previously solved problemsfor constrainingthe solu-
tion to a new problem,i.e., for restrictingthesearchspace.A search
algorithmis thenappliedfor actuallysolving the problem,i.e., for
finding a solution amongthe most promisingcandidates.This ap-
proachis in line with the ideaof solving problemsby transforma-
tional (ratherthanby derivational) analogy[5].

Interestinglyenough,case-basedproblemsolvingitself canbecast
asa searchprocessaccordingto theview of transformationaladap-
tation taken in [4]. Within the relatedmodel,(potential)casescor-
respondto searchstatesand adaptationoperatorsplay the role of
searchoperators.Themethodproposedherecomplementsthismodel
in a reasonableway. In fact, in [4] the authorsnotethat,according
to their approach,CBR couldprincipally berealizedby completely
enumeratingthesearchspace.Understandably, they look at this idea
with reservation, immediatelypointing to theenormouscomplexity
it bringsabout.Our approachexactlyappliesto thisproblem:It sup-
portsCBR by focusingsearchto promisingcases.

A methodparticularlysuitablefor realizingtheCBR-relatedpart
of theapproachoutlinedabove hasbeenproposedin [10]. Here,we
shall put this approach,referredto ascase-basedinference(CBI),
into practice:By predicting the solution to a new problemit will
do preparatorywork in the context of CBR, at which we look as
repetitivesearch problems. Suchkind of problemsareintroducedin
Section2. Section3 givesa brief review of CBI andprovidessome
extensionsandnew results.The aforementionedideaof exploiting
CBI in orderto focussearchis discussedin Section4.



2 REPETITIVE
�

PROBLEM SOLVING

Repetitiveproblemsolvingmeansthe processof successively solv-
ing problemssharinga commonstructure.Here,we concentrateon
problemswhichcanbecastin theframework of (heuristic)search.

Definition 1 (RSP) A repetitivesearch problem(RSP) is a (count-
able) parametrizedclass ����� � 	�
 ������ of well-definedsearch
problemssharinga commonsearch space� . More precisely, these
problemsshare a relatedsearch graph in which nodes� and � � are
connectedby a directededge if a search operator canbeappliedto� and yields � � as a successor. Search states���� provide com-
pleteinformationaboutrespectivesolutions.2 Each problem���� ,
also called an instanceof the RSP, definesan evaluation function� ��� ����� measuringthequalityof solutions,where � �  � !"�$#&%
if � is not feasible. Theobjectiveis to find a solutionof high quality,
or evenanoptimalone. Weassumeproblemsto bechosenrepeatedly
andindependentlyaccording to someprobability measure over � .

Theneedfor repeatedlysolvingproblemssharingsomecommon
characteristicsarisesquite often in practice.In manufacturing or
transportation,for instance,specialtypes of (combinatorial)opti-
mization problemshave to be solved very frequently, say, several
timesa day, or evenanhour. For obviousreason,suchproblemsare
interestingfrom theviewpoint of CBR [12]. Besides,it hasalready
beenmentionedabove thatCBR itself mightbeviewedasanRSP.

As anillustrativeexamplelet usconsiderresource-basedconfigu-
ration (RBC), a specialapproachto knowledge-basedconfiguration
[8]. It proceedsfrom theideathata (technical)systemis assembled
of a set of primitive components. A resource-baseddescriptionof
componentsis a specialtypeof property-baseddescriptionin which
eachcomponent(e.g. a lamp) is characterizedby someset of re-
sourcesor functionalitiesit provides(e.g.light) andsomeotherset
of resourcesit demands(e.g.electriccurrent).Therelationbetween
componentsis modelledin an abstractway as the exchangeof re-
sources.A configurationproblemconsistsof minimizing thepriceof
a configurationwhile satisfyingan externaldemandof functionali-
ties.In its simplestform it correspondsto aninteger linearprogram'$(*),+�-

, . (*) ��/,0 1 , wherethematrix
'

specifiesthequanti-
tiesof functionalitiesofferedanddemandedby thecomponents,the
vector

-
quantifiestheexternaldemand,andthevector. containsthe

pricesof thecomponents.A configurationis identifiedby thevector)
, wherethe 2 th entryis thenumberof occurencesof the 2 th compo-

nent.
A manufactureroffering client-specificproductshasto solve con-

figurationproblemsrepeatedlywhile usingthe samesetof compo-
nents.Mathematically, this meansthat differentproblemssharethe
sameknowledge base 3 '54 . 6 while the externaldemand

-
changes.

Thisgivesriseto anRSP which is parametrizedby thedemandvec-
tor
-
. Thatis, �7�$� � 8�
 - �9:� , where� 8 correspondsto theRBC

problemdefinedby thetriple 3 '54 . 4 - 6 and 9 denotesthesetof pos-
sibledemands.Figure1 shows theknowledgebaseof anexemplary
configurationproblemto whichwe shallreturnin Section4.

SinceanRBC problemis equivalentto anintegerlinearprogram,
onecouldthink of usingstandardmethodsfrom operationsresearch
for solving it. However, this equivalenceis alreadylost underslight
(but practicallyrelevant)generalizationsof thebasicmodel.Realiz-
ing a heuristicsearchin the configuration space, i.e., the set � of
possibleconfigurations(identifiedby integer-valuedvectors),seems
;

In tree-searchalgorithms,the solutionassociatedwith a nodeis generally
identifiedby thepathfrom theroot to thatnode.

< =

< >

< ?< @

< ; A =

A ?

A @

A ;

A >

B B
B B"C
3

D2

D1

E E E E"F
3

BBBB G
1

H 1

B B
B B"C
1

EE
EE I

1

D1

EE
EE I

2
J

1

K
1

Figure 1. Dependency graphof anRBC problemindicatingtheoffer
(directededgefrom componentL M to functionality N O ) anddemand(directed

edgein thereversedirection)of functionalities.

to beareasonablealternativewhichis morerobustagainstextensions
of themodel.Besides,thisapproachis bettersuitedfor incorporating
experiencefrom alreadysolvedproblems.

In fact, therearedifferentwaysof realizingthe ideaof learning
from a setof (optimally) solvedproblemsin connectionwith heuris-
tic search.Onepossibilityis to learnanappropriateevaluationfunc-
tion for guiding the searchprocess,i.e., for controlling the choice
of searchoperators.In RBC, for instance,(intermediate)configura-
tions
)

canbechosenon thebasisof their costandanestimationof
thecostof satisfyingthe demand

- # '�(�) which remainsof the
original demand

-
. In this paper, we shall considera secondpossi-

bility. As alreadysuggestedin Section1, the idea is not to learna
modelfor supportingsearchdecisions,but to usethealreadysolved
instancesby more direct means,namelyfor obtaininginformation
aboutpromisingregionsof thesearchspace.It goeswithout saying
that this approachcomplementsratherthanexcludesothermethods
of learningin heuristicsearch.On thecontrary, it suggestsa combi-
nationof instance-basedandmodel-basedlearning:CBR determines
thesearchregion, i.e.,where to search,anda modelsupportingindi-
vidualsearchdecisionsdeterminesthestrategy, i.e.,howto search.

Thesuccessof aninstance-basedapproachto learningfrom expe-
rienceassumestheCBR hypothesisto besomewhatvalid, of course.
In connectionwith combinatorialoptimizationthis is definitely not
alwaysthecase.3 Still, for many typesof problems(or problemvari-
ations)the CBR assumptionappliesratherwell, for someof them
evenprovably. For instance,in connectionwith RBC or, moregener-
ally, integerlinearprogramming,it canbeshown thatthe(Euclidean)
distancebetween(optimal)solutionsis boundedby somefunctionof
thedistancebetweendemandvectors[14]. Sensitivity resultsof such
kind canbe seenasa formal justificationof applying CBR to op-
timization.Due to their generality, however, correspondingestima-
tionsusuallyturnout to beratherimprecise.Theapproachdiscussed
in thesubsequentsectioncanbeconsideredasan“empirical” coun-
terpartto relatedtheoreticalresults.As will beseen,we obtainmore
precisepredictionsby adaptingamodelto a restrictedproblemclass
or evento individual problemsof thatclass.

3 CASE-BASED INFERENCE

Let � bea (countable)setof problems,and � a setof solutions.A
caseis a tuple 3 � 4 � 6 , where���� and �:�QP  � !5�� denotesthe>

In fact,therearemany problemsfor whicha slight variationof aninstance
canhavea tremendouseffect on theoptimalsolution.



associated(unique)solution.We assumethe conceptof similarity,
which lies at the heartof CBR, to be formalizedby meansof (re-
flexive andsymmetric)similarity measuresR S�TVU�W�UYX[Z \ ] ^ _
and R `�T�aQW�abXcZ \ ] ^ _ over the set of problemsand the set
of solutions,respectively. Moreover, we supposea (finite) memoryd[e�f g hji ] k i l ] g h m ] k m l ] n n n ] g h o ] k o l p of q�r7^ casesto begiven.dYs

denotesthe projectionof
d

to U , i.e.,
dYs,e�f hji ] n n nj] h o p .

The6-tuple t e�g U:] au] v"] R Su] R `V] dYl is calleda CBI setup.
Case-basedinference[10] proceedsfrom a preciseinterpretation

of the CBR hypothesis,accordingto which the similarity of prob-
lemsimposesaconstrainton thesimilarity of associatedsolutionsin
theform of a lowerbound.This ideais formalized(below) by means
of asimilarity hypothesis, whichis anapproximationof thesimilarity
profile of a CBI setup.Thelatterstatesin a preciseway theconclu-
sionswhich canbe drawn from case-basedinformation:Given, the
similarity of two (arbitrary)problems,it providesa lower boundto
thesimilarity of therespective soltions.

Definition 2 (similarity profile) Thefunction w x definedby

w x f y p�ze|{ } ~� � � � � S � � �V� � � � � � � � R `
f v f h p ] v f h � p p

for all
y��$� S eY� R S f h ] h � p � h ] h � � U:� is called the similarity

profileof thesetupt .

Definition 3 (similarity hypothesis) A similarity hypothesis is
identifiedby a function w�TjZ \ ] ^ _jX�Z \ ] ^ _ . Theintendedmeaningof
thehypothesisw is that R S f h ] h � p"e�yQ� R ` f v f h p ] v f h � p p r�w f y p
holdstrue for all

h ] h � � U . A hypothesisw is calledstrongerthana
hypothesisw � if w �j� w and w��� w � . A hypothesisw is admissiblefor
theCBI setupt if w f y p � w x f y p for all

y���� S .

Considera CBI setup t anda new problem
h ��� U , andlet w

be an admissiblehypothesis.Moreover, let the � -neighborhoodof
a solution k � a be definedasthe setof all solutionswhich areat
least� -similar to k : �:� f k p ze�� k � � a � R ` f k ] k � p r��"� .4 Then,the
(set-valued)prediction

�vV� � � f h � p�ze��
� � � � � � � � � � � �V� � � �   � �

f k p ] (1)

is correct in thesensethat k ��e v f h � p5� �vV� � � f h � p , i.e., it covers
thetruesolution.

Of course,knowledgeaboutthesimilarity profile of a CBI setup
will generallybe incomplete,which meansthatwe principally can-
not guaranteetheadmissibilityof a hypothesisw (exceptfor w�¡�\
which leadsto trivial predictions)and,hence,thecorrectnessof the
prediction(1). In [9], we have developedanefficient learningalgo-
rithm ¢ which estimatesa hypothesisw £ e ¢ f dYp from the cases
observedsofar. This hypothesisis definedasthestrongesthypothe-
sis w �,¤ consistentwith

d
, where

¤
is theclassof stepfunctions

definedona fixedpartition ¥ of Z \ ] ^ _ :
w £ f y p"e ¦*{ }� � � � � ��§ ¨ � � � � � � � � � © � � � R ` f v f h p ] v f h � p p (2)

with ª,T Z \ ] ^ _ X�¥ beingdefinedby ª f y p"e�«�¬by���« . Interest-
ingly enough,w £ allows for deriving (non-trivial) predictionswhich
areprobablycorrect. More precisely, we canprove that the proba-
bility of anincorrectpredictionis inverselyrelatedto thesizeof the
memory

d
and,hence,canbemadearbitrarily small[9]:

In thecontext of (local)search,thesets®5�j¯ ° ± defineaparametrizedneigh-
borhoodof thesearchstate° .

Theorem1 Considera CBI setupwith a memory
d

of q cases.
Moreover, supposethat problemsare chosenrepeatedlyand inde-
pendentlyaccording to someprobability measure over U andlet

h �
bea new problem.Thefollowingestimationholdstrue:²V³ f v f h � p �� �v � ´ � � f h � p p ��µ ¶�· f ^�¸�q p ]
where w £ is givenby (2) and

¶ e�� ¥ � is thesizeof thepartition ofZ \ ] ^ _ underlying w £ . That is, theprobability of an incorrectpredic-
tion is boundedfromaboveby

µ ¶�· f ^�¸�q p .
Theuseof w £ in (1) leadsto themostpreciseamongthepredic-

tions which arecompatiblewith the dataobserved so far. Yet, it is
not possibleto guaranteea certaindegreeof precision.In fact, the
accuracy of predictionsdependson thesuitability of the CBI setup
underconsiderationand,hence,is stronglyinfluencedby thechoice
of thesimilarity measuresR ` andR ¹ . Looselyspeaking,precisepre-
dictionscannotbeexpectedif thesimilarity structure of thesetupis
poorly developed,i.e., if theapplicationat handdoeshardlysatisfy
theCBR hypothesis.In thisconnection,it is noteworthy thatthefor-
malizationof thesimilarity structureby meansof asimilarity profile
is ratherrestrictive. In fact, the enforcedglobal validity of the sim-
ilarity boundsspecifiedin Definition 2 might prevent from defining
tightboundsfor those(sub)regionsof theinstancespacea:WVº where
the CBR hypothesisapplieswell and,hence,from deriving precise
predictions.A wayof avoidingthiseffect is to maintainanindividual
similarity profile for eachcasein thememory.

Definition 4 (local similarity profile) Let
h,� U . Thefunction w � x T� S�X�Z \ ] ^ _ definedby

w � x f y p�ze»{ } ~� � � S � � �V� � � � � � � � R `
f v f h p ] v f h � p p

is called the local similarity profile associatedwith
h

, or the
h

-
similarity profileof t . We call ¼�� � ��§"w � x an

d
-similarity profile,5

while the collection w �x eY� w � x � h���dYs � of local profilesis re-
ferredto asthelocal

d
-similarity profile.

A local profile indicatesthe validity of the CBR hypothesisfor
individual cases.Loosely speaking,it reflectsthe extent to which
a problem

h
is “typical” or “representative” of similar problems.

Sincetypical caseswith stronglydevelopedsimilarity profilescon-
tribute to precisepredictionsit seemsreasonableto maintaina re-
ducedmemory

d
of selectedcases.Thus,let

d
be a selectionof

the sequence½ of caseswhich have beenencounteredso far. The
above-mentionedlearningalgorithmcanthenbemodifiedsuchthat
it derivesa local hypothesisw �¾e�� w �u� h���dYs � e ¢ f ½:] dYp
from ½ and

d
[9]. Predictionsbasedon w � are generallymore

precisethanpredictions(1). At thesametime, however, theassoci-
atedconfidencelevel is smaller. Still, this level canagainbe made
arbitrarily largeby increasingthenumberof observedcases:

Theorem2 Supposethata sequence½ of q (independentandiden-
tically distributed)caseshasbeenobserved.For a subset

d
contain-

ing
� db�

caseslet w � bethe local
d

-hypothesis¢ f ½:] dYp . More-
over, let

h �5� U bea new problem(chosenat randomfrom U ). The
probability that

�v � ¿ � � f h � p"e��
� � � � � � � � � À � � �V� � � �   � �

f k p (3)

doesnot cover thetrue outcomek �ue v f h � p is boundedfromabove
by
� db� ¶�· f q*¸�^ p .Á"ÂuÃ�Ä

denotesthefunction Å�ÆÇQÈ5É Ê Ë Â ¯ Å ± Ì Ä ¯ Å ± Í .



4 FOCUSINGÎ SEARCH

The idea of exploiting experiencefrom previously solved prob-
lems in RSP can now be realizedby combining the two frame-
works which have beenoutlined in Section2 and Section3, re-
spectively. For representingan RSP in the form of a CBI setupÏQÐ�Ñ Ò:Ó Ô&Ó Õ"Ó Ö ×uÓ Ö ØjÓ ÙYÚ

we take
Ò

as the classof problemin-
stances,

Ô
as the searchspace,and

Ù
as the memoryof already

solvedinstances.
Sincewe considerrelatively well-structured(optimization)prob-

lemsit is generallynotdifficult to definemeaningfulsimilarity mea-
sures
Ö ×

and
Ö Ø

, respectively. Oneshouldbearin mind, however,
that
Ö Ø

determinesthe structureof the neighborhoodsÛ:ÜVÝ Þ ß and,
hence,hasa stronginfluenceon the complexity of computingpre-
dictions(1). In RBC, for instance,problemsand(search)statescor-
respondto integer-valuedvectors.Thus,the neighborhoodsÛ*ÜVÝ Þ ß
aregiven in the form of (hyper-)rectangleswhendefiningthe simi-
larity betweentwo vectorsà Ó á asadecreasingfunctionof â à5ã á â ä .
Thisapproachallows for anefficient computationof (1).

In this connection,it shouldalsobenotedthat(1) remainscorrect
if the intersectionis taken over å�æ�ç of the problemsè$é ÙYê .
Indeed,deriving a predictionbasedon å problems(maximallysim-
ilar to thenew problemè ë ) might bereasonableif thederivationof
(1) is computationallycomplex. Besides,it is interestingto notethat
(1) canbe approachedefficiently by meansof parallelcomputation
techniques.In fact, the setswhich have to be combined(via inter-
section)canbe derived independentlyof eachother. Moreover, the
(associative andcommutative) combinationitself canbe realizedin
anarbitraryorder.

It Section3, we have assumeda functionalrelation
Õ�ì Ò�íîÔ

.
For the sake of simplicity we thereforesupposethat eachproblem
instanceè$é Ò hasa unique(optimal) solution,namely

Õ Ý è ß . Of
course,a case

Ñ è Ó Þ Ú é Ù doesnot guaranteeÞ to be an optimal
solutionto è whenusinganon-admissible(e.g.local)searchmethod.
Onemay thenalsothink of

Õ Ý è ß assomenear-optimal solution.In
thecontext of RSP, theCBR hypothesisshouldhencebeunderstood
in thesensethat“similar searchproblemshavesimilar(near-)optimal
solutions.” Let us mentionthat the framework in Section3 can be
generalizedsuchthat

Õ
is a set-valuedfunction,therebyallowing to

take thenon-uniquenessof (optimal)solutionsinto account.
Having representedan RSP in the framework of CBI, a process

of repeatedproblemsolvingcanbesketchedasfollows:
(a)Theprocessmaintainsthememory

Ù
anda(local)hypothesisï .

Eachtime a new problemhasbeensolved, thememoryandthehy-
pothesisareupdated.Notethatin generalnot all caseswill beadded
to
Ù

.
(b) Having to solveanew problemè ë , CBI is usedfor predictingthe
solution Þ ë Ð$Õ Ý è ë ß . To thisend,

Ù
and ï arecalledin for deriving

a prediction ðÕVñ ò ó Ý è ë ß basedon (1) resp.(3).
(c) The predictioncovers the true outcomeÞ ë with high probabil-
ity (provided that enoughproblemshave asyet beensolved).For a
heuristicsearchmethodwhich is usedin orderto find Þ ë , it is hence
advisableto focuson thereducedsearchspace

Ô ë Ð ðÕ ñ ò ó Ý è ë ß .
(d) Even if unlikely, it canhappenthat

Ô ë fails to cover Þ ë . In this
case,it might be necessaryto starta secondsearchprocesswhich
seeksÞ ë in

Ô�ô�Ô ë .
Theabove outline leavesseveral importantdetailsopen.Notably,

it is not clearwhat is meantby focusingthesearchon
Ô ë . Themost

obvious idea,of course,is to search
Ô ë systematicallybeforeeven-

tually inspecting
Ô�ôuÔ ë . A systematicsearchof a (complete)state

spacecanevenberealizedby simple(uninformed)strategiessuchas

breadth-first(BFS) andbest-firstsearch(DFS). Iterative deepening
search(ID) is particularly interestingin connectionwith the con-
figurationproblemin Section2, sinceit is the methodof choiceif
the searchspaceis large andthe depth(cost)of the solution is not
known. ID combinesthe meritsof both, breadth-firstsearch(opti-
mality, completeness)anddepth-firstsearch(linearspacecomplex-
ity). Still, the size of the searchtree and,hence,the searcheffort
is generallyexponentialin thesizeof thesolution.A combinationof
CBI andID couldhencegreatlyreducethesearcheffort: Ratherthan
proceedingfrom therootof theoriginalsearchtreeandsearchingthe
completestatespace,onestartsat thenodewhichcorrespondsto the
leastexpensive statein

Ô ë . Moreover, a searchpath is cut off not
only whenexceedingthecurrentcostlimit, but alsowhenreaching
the boundaryof

Ô ë . That is, a single ID searchphaseis not only
cost-limitedbut also“similarity-bounded.”

The size of the reducedstatespace
Ô ë dependson several fac-

torssuchas,e.g.,thesimilarity structureof theRSP at handandthe
availability of casessimilar to the target problem.The diameterofÔ ë mayalsogrow with thesizeof theproblemclass

Ò
(or evenwith

thesizeof individual solutionsif CBI useslocal similarity profiles).
However, it will generallydo so to a muchsmallerextent thanthe
originalstatespace.Besides,it shouldbenotedthatthesearcheffort
itself may grow muchstrongerthanthe diameterof the statespace
(sizeof the solution),which is partly dueto the problemof gener-
ating repeatedstates.In fact, therearemany optimizationproblems
(of simplestructure)for which it canbeprovedthat therelationbe-
tweenthe expectedsearcheffort of ID and that of its combination
with CBI is of exponentialorder in the sizeof the solution.Need-
lessto say, thereareaswell applicationsfor whichasimilarity-based
predictionhardly improvesefficiency. Besides,it deservesmention-
ing thatanoptimalsearchmethod(suchasBFS) becomesprobably
optimal in combinationwith CBI, in the sensethat

Ô ë is not guar-
anteedto cover the(overall)optimalsolution.Thus,it mightbecome
necessaryto gobeyond

Ô ë in orderto prove (with probability1) that
thebestsolutionin

Ô ë is alsoglobally optimal.
Of course,themodificationof simple(uninformed)searchstrate-

giesasoutlinedabove is only oneexampleof usingtheinformation
abouttheprobablelocationof Þ ë . CombiningCBI with othersearch
methodsmightcall for a lessstraightforwardadaptationof anunder-
lying searchstrategy. Local (iterative improvement)searchmethods
seemto beparticularlyqualifiedfor suchanadaptation.For instance,
the performanceof suchalgorithmscrucially dependson the state
from whichsearchstarts.Thus,

Ô ë mightsimplybeusedfor defining
agoodinitial state,or severalinitial statesin algorithmssuchas,e.g.,
random-restarthill-climbing. Likewise,aninitial collectionof search
statesmightbedistributedover

Ô ë whenusinggeneticalgorithmsor
parallel(local) search.Quitenaturalwaysof integrationexist in the
caseof TABU SEARCH [6]. In fact, this heuristicprovidesexplicit
control structureswhich supportthe focusingof the searchprocess
onpromising(or still unexplored)regionsof thesearchspace.

Experimentalresultssupplyingevidencefor the effectivenessof
CBI, which arenot presentedin this paperdueto spacelimitations,
canbe found in [9]. Still, let us reconsiderthesimpleconfiguration
problemin Section2 in orderto convey a first ideaof how CBI per-
forms.Thecorrespondingknowledgebaseis specifiedby thedepen-
dency graphin Figure1 andthepricevector õ Ð Ý ö Ó ÷ Ó ø Ó ÷ Ó ù ß .

For theproblemclassdefinedby theset ú Ð�û ü é�ýVþë â â ü â äYÿù �
of external demandswe have carriedout the following experi-

ment:A (rathersmall) subsetof å Ð ö � problemsis chosenat ran-
dom and solved optimally. For the resultingmemory

Ù
, the
Ù

-
similarity profile as well as the local

Ù
-profile are estimated.To



Figure 2. Expectedprecision(above) andcorrectness(below) of
predictionsfor configurationproblemswhenusingthe � -similarity profile

andthelocal � -profile (dashedline), respectively.

this end, the learningmethoddiscussedin Section3 is appliedto� (randomlychosen)training examples.Theaverageprecision� �
(numberof searchstates)andcorrectness� � (probabilityof correct
prediction)of (1) resp.(3) arederivedafterwards:
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where

 $%


denotesthe cardinality of the set
$

. The expectedval-
ues �"�'& ��� � �(� and �)�'& �*� � �+� have beenapproximatedby
repeatingthis experimenta largenumberof timesandtakingthere-
spective averageof the resultsobtained.Figure2 shows theseval-
uesasa function of the number� of training examples.As canbe
seen,the useof local hypothesesleadsto moreprecisepredictions
at the costof a lower level of confidence.Anyway, this level con-
vergestoward1 in bothcases,thusconfirmingour theoreticalresults
of Section3.

5 CONCLUDING REMARKS

We have proposedto combineheuristicsearchandcase-basedrea-
soningfor improving efficiency in repetitive problemsolving: CBR
brings a promisingsubsetof searchstatesinto focus, therebypro-
viding importantinformation to a searchmethodwhich is applied
for actually finding a solution.From the perspective of CBR, our
methodshouldnot merelybeseenasanapplication.In conjunction
with [4], it contributesin a moregeneralway to a formal framework
of CBR in which(transformational)adaptationis realizedasasearch
processand(case-based)experienceis usedin orderto concentrate
onpromisingregionsof therelatedsearchspace.

Ourmethodof learningfrom experiencecanberealizedin acom-
putationally efficient way. Even though it is principally instance-
based,it alsocontainsa model-basedcomponent:A similarity hy-
pothesisis usedfor quantifyingthe(minimal)similarity of solutions,
given the similarity of associatedproblems.In fact, this quantifica-
tion can be seenas the basicprerequisitefor combiningthe infor-
mationprovided by several cases(via intersection)and,hence,for

deriving precisepredictions.The CBR-relatedpartof our approach
is actually lessheuristic than CBR in general,sinceit guarantees
a certaincorrectnessof suchpredictions.A successfulapplication
of case-basedinferenceproviding precisepredictionsstill assumesa
problemdomainwhich is somehow in accordancewith theCBR hy-
pothesis.Fortunately, local models(hypotheses)arelessdemanding
andonly assumetheexistenceof individualprobleminstanceswhich
arerepresentative of similar instances.

In [4], the conceptof similarity is integratedinto problemsolv-
ing by meansof a, say, “ideal” similarity measure.By pointing to
optimal initial searchstates,this measuresomehow guaranteesthe
retrieval of caseswhich canbeadaptedin anoptimalway. Needless
to say, thatfindingsuchmeasureswill bedifficult in practice,if pos-
sibleatall. Here,wetakeadifferent(morepragmatic)approach:It is
quitepossiblethatasimilarity measurehasbeenlearnedor is succes-
sively adaptedto thecurrentapplication,but our predictionmethod
takes it as a given input. It then derives a set of promisingsearch
statesratherthan the optimal initial state,andthe precisionof this
predictiondependson how “ideal” the similarity measureactually
is. In fact, this measuredictatesthequality of predictionsobtained.
Looselyspeaking,it is not thesolutionswhich definetheconceptof
similarity; ratherit is thesimilarity measuresthatdefinethe(quality
of) solutions.

In this paper, the combinationof case-basedinferenceandbasic
searchstrategiessuchasiterative deepeninghasbeenoutlined.Be-
sides,we have briefly touchedon the integration with other algo-
rithms,particularlylocal searchmethods.A morethoroughinvesti-
gationandtherealizationof concrete(case-based)searchalgorithms
is animportanttopicof ongoingwork. Besides,wecurrentlyaddress
furtheraspectswhich have anessentialimpacton thesuccessof the
problemsolvingapproachoutlinedin Section4. This concerns,e.g.,
astrategy for maintaininganoptimalmemoryof casesandtheques-
tion of how to define,or evenlearn,suitablesimilarity measures.
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