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#### Abstract

Linear constraints occur naturally in many reasoning problems and the information that they represent is often uncertain. There is a difficulty in applying many AI uncertainty formalisms to this situation, as their representation of the underlying logic, either as a mutually exclusive and exhaustive set of possibilities, or with a propositional or a predicate logic, is inappropriate (or at least unhelpful). To overcome this, we express reasoning with linear constraints as a logic, and develop the formalisms based on this different underlying logic. We focus in particular on a possibilistic logic representation of uncertain linear constraints, a lattice-valued possibilistic logic, and a Dempster-Shafer representation.


## 1 Introduction

Many reasoning problems involve linear constraints restricting the possible values of real-valued variables; in particular temporal and spatial problems can involve linear constraints representing relationships between temporal variables and between spatial variables. Such constraints can often represent information that is uncertain. Many formalisms for representing and reasoning with uncertain information have been developed. The underlying logical information is typically expressed as a finite set of possibilities, or with a propositional calculus, or sometimes a predicate calculus. One can sometimes convert linear constraints to a discrete (e.g., propositional) form, but this can make the representation very cumbersome, and the important metric information will tend to be hidden. Therefore it is preferable to represent linear constraints directly, and extend the uncertainty theories to reason with these. We approach this problem by expressing linear constraints in a logic (section 2 ) and generalising uncertainty formalisms by defining them over this logic. These are illustrated in terms of a simple example. We consider possibilistic logic in section 3, a lattice-valued possibilistic logic and generalised assumption-based reasoning systems in section 4, and DempsterShafer theory in section 5.

## 2 A LOGIC OF LINEAR CONSTRAINTS

In this section we describe a logical representation of linear $\geq$ constraints, with a semantics and a proof theory that is sound and complete for finite sets of constraints. We consider linear constraints of the following form: $a_{1} x_{1}+\cdots+a_{n} x_{n} \geq a_{0}$, where $a_{0}, \ldots, a_{n}$ are known real numbers, and $x_{1}, \ldots, x_{n}$ are unknown real numbers, often representing some physical quantities that we're interested in, but only have partial information about. This is saying that the unknown vector $x=\left(x_{1}, \ldots, x_{n}\right)$ must be such that $a_{1} x_{1}+\cdots+a_{n} x_{n} \geq a_{0}$ holds. The language can also express constraints $a_{1} x_{1}+\cdots+$ $a_{n} x_{n} \leq a_{0}$ and of the form $a_{1} x_{1}+\cdots+a_{n} x_{n}=a_{0}$.

[^0]The language. Let $V=\left\{X_{1}, \ldots, X_{n}\right\}$ be a finite set of realvalued variables. ${ }^{2}$ We are interested in linear constraints on $V$ of the form $a_{1} X_{1}+\cdots+a_{n} X_{n} \geq a_{0}$. Formally we define a (linear) constraint $a$ to be a real-valued function on $\{0, \ldots, n\}$, where $a(i)$ is usually written $a_{i}$. Let $\mathcal{L}$ be the set of all such (linear) constraints. Define a model $x$ to be a real-valued function on the set $\{1, \ldots, n\}$. $x(i)$, written $x_{i}$, is interpreted as a value of the variable $X_{i}$. Let $\mathcal{M}$ be the set of all models. We say that model $x$ satisfies $a$, written $x \vDash a$, if and only if $a_{1} x_{1}+\cdots+a_{n} x_{n} \geq a_{0}$.

We are interested in three special constraints $\top, \top^{0}$ and $\perp$. These are defined as follows: for each $i \in\{1, \ldots, n\}, \top(i)=\top^{0}(i)=$ $\perp(i)=0$, and $\top(0)=-1, \top^{0}(0)=0$ and $\perp(0)=1$. Thus $T$ can be considered as the constraint $0 \geq-1, \top^{0}$ as $0 \geq 0$ and $\perp$ as $0 \geq 1$. $T$ and $T^{0}$ are satisfied by every model $x$, and $\perp$ is satisfied by none. Constraints can be added, and multiplied by real valued scalars: for constraints $a, b$ and real number $r$, constraint $a+b$ is defined by $(a+b)_{i}=a_{i}+b_{i}$ for all $i$, and $r a$ is defined by $(r a)_{i}=r a_{i}$ for all $i$. Linear equations can be represented in the language: $a_{1} x_{1}+\cdots+$ $a_{n} x_{n}=a_{0}$ is equivalent to a pair of constraints $\{a,-a\}$.

We could also easily extend the language to include strict constraints of the form $a_{1} x_{1}+\cdots+a_{n} x_{n}>a_{0}$.

Consistency and semantic consequence. Suppose we have a set $A$ of constraints on unknown $x$. We say, in the usual way, that $x$ satisfies $A$ if and only if $x$ satisfies every member of $A$, i.e., $x \models a$ for all $a \in A$. Let $[A]$ be the set of $x$ that satisfy $A$. $A$ is said to be consistent if it has a model, i.e., if $[A]$ is non-empty; otherwise it is said to be inconsistent. We would like to be able to talk about what constraints $b$ necessarily follow from those in $A$. Formally we define semantic consequence relation $\vDash$ by $A \models B$ if and only if every element $b$ of $B$ is satisfied by every model of $A$, i.e., $[A] \subseteq[B]$. Set of constraints $A$ is inconsistent if and only if $A \models\{\perp\}$, since $\perp$ has no model. By its construction, semantic consequence $\models$ is a reflexive, transitive and hence monotonic consequence relation. However, it is not compact; for example, if $a^{k}$ is the constraint $x_{1} \geq k$ then $A=$ $\left\{a^{k}: k=1,2 \ldots\right\}$ is inconsistent, but every finite subset of $A$ is consistent.

Syntactic consequence. Consider the proof theory generated by the axioms $T$ and $T^{0}$ and inference rule schemas:
For any real $r>0$, From a deduce ra.
From $a$ and $b$ deduce $a+b$.
For any constraint $a$, From $\perp$ deduce $a$.
For set of constraints $A$ and constraint $b$ we say in the usual way that $b$ can be proved from $A$, written $A \vdash b$, if $b$ can be derived from

[^1]applying iteratively the above inference rules to $A$ and the axioms $\top$ and $\top^{0}$; define also $A \vdash B$ if $A \vdash b$ for all $b \in B$.

Any such (finitary) syntactic consequence relation $\vdash$ is compact by definition, so we can't hope for full completeness, as $\models$ is not compact. However, we have, by well-known fundamental results for linear programming (see e.g., chapter 1 of [19]) the following result (see [23] for details).

Theorem 1 (Finite Completeness) For any sets of constraints $A$ and $B, A \vdash B$ implies $A \models B$. If furthermore, $A$ is finite then $A \vdash B \Longleftrightarrow A \models B$.

In practice, one will use more developed tools for finding the consequences of a set of such constraints: for general problems, linear programming, for particular sparse systems, Fourier elimination can be efficient, or fast algorithms for special kinds of constraints, such as Simple Temporal Networks [2].

The expression of reasoning with linear constraints as a logic makes it easy to generalise many (in particular non-monotonic) extensions of classical logics to linear constraints. The logic described above is closely related to the logic of probability described in [22] the main difference being that the latter has some additional axioms, because of models being probability functions which are nonnegative. The methods for producing non-monotonic extensions to this logic of probability can be adapted to produce non-monotonic logics of linear constraints. In particular, the definition of a default logic of probability carries over immediately to a default logic of (finite sets of) linear constraints; this involves defaults of the form $A: B / C$ for finite subsets $A, B$, and $C$ of $\mathcal{L}$, which is intended to represent that one should deduce $C$ if one knows $A$, given that $B$ is consistent with what is known.

Flooded river example. We illustrate the techniques using an example, which is based on a real application $[14,15]$ (see also [25, 9]). An area of land surrounding a flooded river is analysed using aerial photographs and other sources of information. It is divided up into $n$ parcels of land, or compartments, which are small enough so that it can be assumed that the water level is constant within a compartment. Each of these compartments is either partially or completely flooded. Let $x_{i}$ be the water level (in metres above sea level) of compartment $i$.

We would like to deduce information about the levels $x_{i}$ for various compartments $i$. The information we have is of the following form: upper bounds of the form $x_{i} \leq s$, and lower bounds of the form: $x_{i} \geq r$ (where $r$ and $s$ are given numbers) arising from observations that objects such as vines are partially submerged, and simple linear constraints of the form $x_{j} \geq x_{i}$ (call these rules), where $j \geq i$, based on observed flows. Both types of information are uncertain, but the flows are less uncertain than the bounds.

This is a special kind of Simple Temporal Problem [2] (though the variables are spatial rather than temporal) for which a simple linear time algorithm can be used involving both upstream and downstream propagations [15, 23], to test consistency and generate inferred bounds on the variables. However, this is not so useful on its own since the input information (owing to its uncertainty) in the application is inconsistent.

## 3 POSSIBILISTIC LINEAR CONSTRAINTS

In this section it is shown how Possibilistic Logic [7] (Dubois et al., 94) can be extended to deal with linear constraints. In possibility
theory [5], degrees of certainty (which are called 'necessity') are assumed to be totally ordered and representable by numbers in $[0,1]$, with a necessity value of 1 , for a proposition, meaning that the proposition is considered completely certain, and a value of 0 meaning no certainty at all. In (standard) Possibilistic Logic, the lower bound of the necessity value of each of a set of propositions is given; from these we wish to deduce the implied (lower bounds for) necessity values of further propositions of interest.

Possibility distributions, measures and necessity measures. Let $\Omega$ be a (finite or infinite) set, representing a mutually exclusive and exhaustive set of possibilities. A possibility distribution on $\Omega$ is defined to be a function $\pi: \Omega \rightarrow[0,1]$. The associated possibility measure $\operatorname{Poss}_{\pi}: 2^{\Omega} \rightarrow[0,1]$ is given by $\operatorname{Poss}_{\pi}(X)=$ $\sup \{\pi(\omega): \omega \in X\}$. The associated necessity measure $\mathrm{Nec}_{\pi}$ : $2^{\Omega} \rightarrow[0,1]$ is given by $\operatorname{Nec}_{\pi}(X)=1-\operatorname{Poss}_{\pi}(\Omega-X)$. Note that we are considering unnormalised possibility distributions, possibility measures and necessity measures, i.e., we are not assuming that $\sup _{\omega \in \Omega} \pi(\omega)=1$, or $\operatorname{Poss}(\Omega)=1$ or that $\operatorname{Nec}(\emptyset)=0$.

Possibility measures and necessity measures on $\mathcal{L}$. A possibility distribution on $\mathcal{M}$ induces a possibility measure and a necessity measure on $2^{\mathcal{M}}$, which induces values of possibility and necessity for $\mathcal{L}$ by the semantics. We define $\operatorname{Nec}_{\pi}(a)=\operatorname{Nec}_{\pi}([a])$ and $\operatorname{Poss}_{\pi}(a)=\operatorname{Poss}_{\pi}([a])$, for $a \in \mathcal{L}$. (Similarly we could define $\operatorname{Nec}_{\pi}(A)=\operatorname{Nec}_{\pi}([A])$ for subsets $A$ of $\mathcal{L}$.)

We are interested in statements of the form $\operatorname{Nec}(a) \geq \alpha$, which we abbreviate to the pair $(a, \alpha)$, where $a \in \mathcal{L}$ and $\alpha \in[0,1]$. We assume a set of such pairs $\mathcal{A}$ which can be thought of as an imprecise specification of a necessity measure. Our information is intended to constrain an unknown possibility distribution $\pi: \mathcal{M} \rightarrow[0,1]$. Possibility distribution $\pi$ is said to satisfy a pair $(a, \alpha)$ if and only its associated necessity measure $\mathrm{Nec}_{\pi}$ satisfies $\mathrm{Nec}_{\pi}(a) \geq \alpha$. This is the case if and only if $\pi(x) \leq 1-\alpha$ for all $x$ such that $x \nLeftarrow a$. We write in this case that $\pi=(a, \alpha)$. We say that $\pi$ satisfies set $\mathcal{A}$ of such pairs if and only if $\pi$ satisfies each of the pairs in $\mathcal{A}$. We say that $\mathcal{A}$ entails pair $(b, \beta)$, written $\mathcal{A} \models(b, \beta)$, if and only if $\pi \models(b, \beta)$ for all $\pi$ such that $\pi \vDash \mathcal{A}$.

For set of pairs $\mathcal{A}$ and $\beta \in[0,1]$ define $\mathcal{A}_{\beta}$ to be $\{a:(a, \alpha) \in \mathcal{A}, \alpha \geq \beta\}$. We have the following key result for possibilistic logic of linear constraints, which connects entailment in the possibilistic logic with entailment in the linear constraints logic.

Theorem 2 For set of pairs $\mathcal{A}$, we have $\mathcal{A} \models(b, \beta)$ if and only if for all $\gamma<\beta, \mathcal{A}_{\gamma} \vDash b$. Let $b^{*}=\sup \left\{\gamma: \mathcal{A}_{\gamma} \vDash b\right\}$. Then $\mathcal{A} \models$ $\left(b, b^{*}\right)$, and if $\mathcal{A} \vDash(b, \beta)$ then $\beta \leq b^{*}$, so that $b^{*}$ is the strongest necessity value deducible, given $\mathcal{A}$, for $b$.

For finite $\mathcal{A}$ we have $\mathcal{A} \models(b, \beta) \Longleftrightarrow \mathcal{A}_{\beta} \models b$.
Hence, by finite completeness (Theorem 1), we have that finite $\mathcal{A}$ entails $(b, \beta)$ if and only $\mathcal{A}_{\beta} \vdash b$.
The sets of pairs $\mathcal{A}$ can be used to represent a possibilistic linear constraints knowledge base. If we are interested in finding information about the certainty (necessity) degree of $b$ then we can use, for example, a binary search over $[0,1]$ to find increasingly large values $\beta$ with $\mathcal{A}_{\beta} \models b$ and hence $\mathcal{A} \models(b, \beta)$. Each value of $\beta$ involves the checking of an inference in the linear constraints language (so computational efficiency of the procedure is closely tied to the efficiency of deduction in the class of linear constraints used). Of particular interest is if we can find $\beta>\perp^{*}$ with $\mathcal{A} \models(b, \beta)$, as this indicates positive support for $b$. This can be also used for a possibilistic approach to belief revision.

## Possibilistic constraints for the flooded river example

We can assign necessity values to the various bounds and rules in the flooding problem (and similarly, for other Simple Temporal Problems [2]). Our inputs then consist of a set $\mathcal{A}$ of pairs ( $a, \alpha$ ) where $\alpha$ is a lower bound on the necessity of $a$, and $a$ is either a rule, a lower bound or an upper bound.

For any $\alpha$ appearing in some pair we could compute, using the linear propagation algorithm, the bounds on each compartment level $x_{i}$ implied from $\mathcal{A}_{\alpha}$. All these bounds then have necessity value at least $\alpha$. Applying this approach for each $\alpha$ will then give us the (maximum) necessity value for each inferred bound.

An alternative approach is to adapt the propagation algorithm for the constraints to also propagate the necessities. The propagation of the bounds is based on inferences of the form: From lower bound $x_{i} \geq r$ and rule $x_{j} \geq x_{i}$ deduce lower bound $x_{j} \geq r$. Similarly, for the possibilistic constraints, we can chain a lower bound pair $\left(x_{i} \geq r, \alpha\right)$ and a rule pair $\left(x_{j} \geq x_{i}, \beta\right)$ to get a lower bound pair $\left(x_{j} \geq r, \min (\alpha, \beta)\right)$. This approach generalises easily to the lattice-valued possibilistic logic and assumption-based reasoning approaches described in the next section.

The output of such an approach would be a set of upper bounds and lower bounds for each compartment variable, where each of these bounds has an associated necessity grade, and stronger bounds are associated with smaller necessity values. The strongest bounds with necessity values greater than $\perp^{*}$ can therefore be considered as constraining the 'best guesses' for the water levels in the compartments. The weaker bounds, with higher necessity values, give us information we can be more confident in.

## 4 LATTICE-VALUED POSSIBILISTIC LOGIC

Many results on possibilistic logic can be generalised to a situation where the values of necessity are in a distributive lattice [6, 7]. Let $\mathcal{K}=(K, 0,1, \bigwedge, \bigvee)$ be a completely distributive lattice [4], with greatest lower bound operation $\bigwedge$ and least upper bound operation $\bigvee$ on subsets of $K$ satisfying infinite distributive properties. The associated partial order $\preceq$ on $K$ is given in the usual way: $\alpha \preceq \beta$ if and only if $\alpha \wedge \beta$ (i.e., $\bigwedge\{\alpha, \beta\}$ ) $=\alpha$.

Define the language $\mathcal{P}$ to consist of all pairs $(A, \alpha)$ where $A \subseteq \mathcal{L}$ is a set of linear constraints, ${ }^{3}$ and $\alpha \in K$ is a lattice element. Set $A$ of linear constraints is interpreted as meaning that the true value $x$ of the vector of real valued variables satisfies each constraint in $A$. The values in the lattice $K$ might be interpreted as truth values (or, alternatively, degrees of preference). The interpretation of $(A, \alpha)$ is then the truth value of " $x$ satisfies $A$ " is at least $\alpha$. Extending standard possibilistic logic, we define the semantics is terms of generalised possibility distributions. The definition in the standard case is equivalent to $\pi \mid=(A, \alpha)$ if and only if $1-\pi(x) \geq \alpha$ for all $x$ such that $x \nLeftarrow A$. However, we do not generally have an operation corresponding to $1-(\cdot)$ within the lattice. To solve this problem we define a complementary scale for the possibility values.

Let $K \mapsto K^{*}$ be a bijection between $K$ and some set $K^{*}$, with $\alpha^{*}$ being the image of $\alpha$, and define $\left(\alpha^{*}\right)^{*}=\alpha$. Models $\pi$ are defined to be functions from $\mathcal{M}$ to $K^{*}$. We say $\pi$ satisfies $(A, \alpha)$ if for all

[^2]for all $x \in \mathcal{M}$ such that $x \not \vDash A,(\pi(x))^{*} \succeq \alpha$. For $\Delta \subseteq \mathcal{P}$ and $(B, \beta) \in \mathcal{P}$ this gives the semantic consequence relation:
$\Delta \models(B, \beta)$ if and only if $\pi$ satisfies $(B, \beta)$ for all $\pi$ such that $\pi$ satisfies (every pair in) $\Delta$. Theorem 2 cannot be generalised to the lattice case, because of the potentially more complex structure of the lattice (in particular it being generally only partially ordered). But we can still define a sound and complete proof theory.

## Proof theory.

From $(A, \alpha)$ deduce $(B, \beta)$ for all $(B, \beta)$ such that $A \models B$ and $\beta \preceq \alpha$.
From $\left\{\left(A, \alpha_{i}\right): i \in I\right\}$ deduce $\left(A, \bigvee_{i \in I} \alpha_{i}\right)$.
From $\left\{\left(A_{i}, \alpha_{i}\right): i \in I\right\}$ deduce $\left(\bigcup_{i \in I} A_{i}, \bigwedge_{i \in I} \alpha_{i}\right)$.
Define the set of syntactic consequences $\mathcal{C}(\Delta)$ of $\Delta \subseteq \mathcal{P}$ to be the the intersection of all sets $\Gamma \subseteq \mathcal{P}$ (which is the unique smallest set $\Gamma$ ) such that $\Gamma \supseteq \Delta$ and $\Gamma$ is closed under the inference rules (i.e., if $\Gamma$ contains an instance of the left hand side of an inference rule then it contains the corresponding instance of the right hand side). We then define the syntactic consequence relation $\vdash$ by $\Delta \vdash(B, \beta)$ if and only if $(B, \beta) \in \mathcal{C}(\Delta)$. This leads to the following completeness result.

## Theorem 3 (Soundness and Completeness of Paired System)

$\Delta \models(B, \beta)$ if and only if $\Delta \vdash(B, \beta)$, where $\Delta \cup\{(B, \beta)\} \subseteq \mathcal{P}$.
As usual, soundness is easy to confirm. We sketch how completeness is proved. Label $\Delta$ as $\left\{\left(A_{i}, \alpha_{i}\right): i \in I\right\}$, and define, for $x \in \mathcal{M}, I_{x}=\left\{i \in I: x \not \vDash A_{i}\right\}$. Define model $\pi_{\Delta}$ by, for $x \in \mathcal{M}$, $\left(\pi_{\Delta}(x)\right)^{*}=\bigvee_{i \in I_{x}} \alpha_{i}$. It can be easily shown that $\pi_{\Delta}$ satisfies $\Delta$. Suppose $\Delta \models(B, \beta)$; then $\pi_{\Delta}$ satisfies $(B, \beta)$, which leads to $\bigwedge_{x \not \models B} \bigvee_{i \in I_{x}} \alpha_{i} \succeq \beta$.

Let $S_{B}=\left\{\sigma \subseteq I: \bigcup_{i \in \sigma} A_{i} \models B\right\}$. Applying the third inference rule, then the first inference rule, then the second one leads to: $\mathcal{C}(\Delta)$ contains the pair $\left(B, \bigvee_{\sigma \in S_{B}} \bigwedge_{i \in \sigma} \alpha_{i}\right)$. The distributivity property can be used to show that $\bigwedge_{x \mid \neq B} \bigvee_{i \in I_{x}} \alpha_{i}$ equals $\bigvee_{\sigma \in S_{B}} \bigwedge_{i \in \sigma} \alpha_{i}$, which implies that $\mathcal{C}(\Delta)$ contains $(B, \beta)$ using the first inference rule. So $\Delta \vdash(B, \beta)$ as required.

When $\Delta$ is finite the proof theory can be written in a simpler way, with the second and third inference rules being replaced by:

From $(A, \alpha)$ and $(A, \beta)$ deduce $(A, \alpha \vee \beta)$.
From $(A, \alpha)$ and $(B, \beta)$ deduce $(A \cup B, \alpha \wedge \beta)$.
Also the definition of syntactic consequence simplifies to the usual kind of definition: $\Delta \vdash(B, \beta)$ if and only if $(B, \beta)$ can be proved (in a finite number of steps) from $\Delta$ using the inference rules. If distributive lattice $\mathcal{K}$ is finite then we can rewrite $\Delta$ as the equivalent, but finite, set of pairs $\Delta^{\prime}=\left\{\left(A^{\alpha}, \alpha\right): \alpha \in K\right\}$, where $A^{\alpha}$ is the union of $A$ over all $(A, \alpha) \in \Delta$.

## Assumption-based reasoning

The above soundness and completeness results can be applied to give similar results for argumentation systems which may be viewed as generalised versions of Assumption-Based Truth Maintenance Systems [10]. For example, consider a system of pairs $(A, \phi)$ where $A$ is a set of linear constraints, and $\phi$ is a formula in some propositional language $\mathcal{R} ; \phi$ is intended to represent conditions under which constraints $A$ are known to hold. To express relationships between these conditions, it can be useful also to allow an additional set of formulae $T \subseteq \mathcal{R}$.

Let $\Omega$ be the set of $\mathcal{R}$-valuations satisfying $T$. Models are defined to be pairs $(x, \omega)$ for $x \in \mathcal{M}$ and $\omega \in \Omega$. Pair $(x, \omega)$ represents a
possible assignment to both the real-valued variables and the propositional variables. $(A, \phi)$ restricts possible models $(x, \omega)$. Pair $(A, \phi)$ represents that, if condition $\phi$ holds, then all of $A$ hold; so we say $(x, \omega)$ satisfies $(A, \phi)$ if [ $\omega$ satisfies $\phi$ implies $x \vDash A$ ]. Therefore $(A, \phi)$ can be thought of as an implication: if $\phi$ holds then $A$ holds. As usual we extend this to a semantic consequence relation on pairs, $\Delta \models(A, \phi)$ if $(A, \phi)$ is satisfied by all $(x, \omega)$ satisfying every element of $\Delta$.

Define syntactic entailment $\vdash$ using the following proof theory:
From $(A, \phi)$ deduce $(B, \psi)$ for all $(B, \psi)$ in $\mathcal{P}$ such that $A \models B$ and $T \cup\{\psi\} \vDash \phi$.
From $(A, \phi)$ and $(A, \psi)$ deduce $(A, \phi \vee \psi)$.
From $(A, \phi)$ and $(B, \psi)$ deduce $(A \cup B, \phi \wedge \psi)$.
Theorem 4 With the above proof theory, finite $\Delta$ syntactically entails $(B, \psi)$ if and only if $\Delta$ semantically entails $(B, \psi)$.

Given $\Delta$ one can associate with a $B \subseteq \mathcal{L}$ a formula $\phi_{B}$ in $\mathcal{R}$ which expresses precisely the conditions under which $B$ can be deduced; that is, $\Delta \mid=(B, \phi)$ if and only if $T \cup\{\phi\} \models \phi_{B}$. If one had a probability measure on $\mathcal{R}$, satisfying $\operatorname{Pr}(T)=1$, then this can be used to generate the probability that $B$ can be proved, i.e., $\operatorname{Pr}\left(\phi_{B}\right)$, which can be considered as a degree of belief in $B$.

An important special case is where $\Delta$ can be written as $\left\{\left(A_{i}, p_{i}\right): i=1, \ldots, m\right\}$ where each $p_{i}$ is a propositional variable, and $T=\emptyset$. This is an assumption-based system. If each $p_{i}$ is independent and has a chance $r_{i}$ of holding, this generates a probability measure on $\mathcal{R}$ and hence degrees of belief. This situation is also a special case of the generalised Dempster-Shafer theory described in the next section (cf., work on probabilistic argumentation systems $[8,1])$.

## 5 DEMPSTER-SHAFER ON LINEAR CONSTRAINTS

This section shows how Dempster-Shafer theory can be extended to reason with linear constraints. See also [11] for a related approach to Dempster-Shafer for spatial and temporal reasoning.

The formalism of (Shafer, 76) [17] was derived from that of Arthur Dempster [3]; Dempster's framework is more convenient for our purposes, and we describe a slight variant of it. Define a source triple over $\mathcal{L}$ to be a triple $(\Omega, \mathrm{P}, \Gamma)$ where $\Omega$ is a set, P is a strictly positive probability function (i.e., probability density function or probability mass function) on $\Omega$ and $\Gamma$ is a function from $\Omega$ to $\mathcal{F}$, where $\mathcal{F}$ is the set of finite consistent subsets of $\mathcal{L}$. One interpretation of source triples is that we're interested in $\mathcal{L}$, but we have Bayesian beliefs about $\Omega$, and a logical connection between the two, expressed by $\Gamma$. The interpretation of $\Gamma$ is that if the proposition represented by $\omega$ is true, then the proposition represented by $\Gamma(\omega)$ is also true.

We can associate with a source triple $S=(\Omega, \mathrm{P}, \Gamma)$ a generalised belief function $\operatorname{Bel}_{S}: \mathcal{L} \rightarrow[0,1]$ giving degrees of belief in elements in the language $\mathcal{L}$. This is given as follows: for $a \in \mathcal{L}$, $\operatorname{Bel}_{S}(a)=\mathrm{P}(\{\omega \in \Omega: \Gamma(\omega) \mid=a\})$ (assuming that this set is measurable), which we abbreviate to $\mathrm{P}(\Gamma(\omega) \models a)$; the belief in $a$ is the probability that $a$ is implied. We can also define Bel for finite subsets $A$ of $\mathcal{L}$ in a similar fashion: $\operatorname{Bel}_{S}(A)=\mathrm{P}(\Gamma(\omega) \models A)$. Belief functions are intended as representations of subjective degrees of belief, as described in (Shafer 76; 81) [17, 18].

Dempster's rule of combination. Suppose we have a number of source triples $\left(\Omega_{i}, \mathrm{P}_{i}, \Gamma_{i}\right)$, for $i=1, \ldots, k$, each representing a separate piece of uncertain information. The combined effect of these,
given the appropriate independence assumptions, is calculated using Dempster's rule. The combination $\left(\Omega, \mathrm{P}_{\mathrm{DS}}, \Gamma\right)$ of these source triples over $\mathcal{L}$ is defined as follows:

Let $\Omega^{\times}=\Omega_{1} \times \cdots \times \Omega_{k}$. For $\omega \in \Omega^{\times}, \omega(i)$ is defined to be its $i$ th component, so that $\omega=(\omega(1), \ldots, \omega(k))$. Define $\Gamma^{\prime}: \Omega^{\times} \rightarrow \mathcal{F}$ by $\Gamma^{\prime}(\omega)=\bigcup_{i=1}^{k} \Gamma_{i}(\omega(i))$ and probability function $\mathrm{P}^{\prime}$ on $\Omega^{\times}$by $\mathrm{P}^{\prime}(\omega)=\prod_{i=1}^{k} \mathrm{P}_{i}(\omega(i))$, for $\omega \in \Omega^{\times}$. Let $\Omega$ be the set $\left\{\omega \in \Omega^{\times}:\left[\Gamma^{\prime}(\omega)\right] \neq \emptyset\right\}$, let $\Gamma$ be $\Gamma^{\prime}$ restricted to $\Omega$, and let probability function $\mathrm{P}_{\mathrm{DS}}$ on $\Omega$ be $\mathrm{P}^{\prime}$ conditioned by $\Omega$, so that for $\omega \in \Omega$, $\mathrm{P}_{\mathrm{DS}}(\omega)=\mathrm{P}^{\prime}(\omega) / \mathrm{P}^{\prime}(\Omega)$ (given that $\mathrm{P}^{\prime}(\Omega) \neq 0$ ).

The combined measure of belief Bel is the belief function associated with the combined source triple, and is thus given, for finite $A \subseteq \mathcal{L}$, by $\operatorname{Bel}(A)=\operatorname{PDS}_{\mathrm{DS}}(\Gamma(\omega) \models A)$, which equals $\mathrm{P}_{\mathrm{DS}}(\Gamma(\omega) \vdash A)$ since $\Gamma(\omega)$ is a finite subset of $\mathcal{L}$. Alternatively, we could map each source triple to its corresponding source triple over $\mathcal{M}$, combine the source triples and generate function $\mathrm{Bel}_{0}$ over $\mathcal{M}$. We then have $\operatorname{Bel}(A)=\operatorname{Bel}_{0}([A])$.

Computing combined belief. It is possible to adapt various of the standard approaches (see e.g., [21]) for computing combined belief to the uncertain linear constraints scenarios. In particular, various Monte-Carlo algorithms can be adapted to give arbitrarily close approximations of values of belief.

Since, for finite $A \subseteq \mathcal{L}, \operatorname{Bel}(A)=\mathrm{P}_{\mathrm{DS}}(\Gamma(\omega) \vdash A)$, to calculate $\operatorname{Bel}(A)$ we can repeat a large number of trials of a Monte-Carlo algorithm where for each trial, we pick $\omega$ with chance $\mathrm{P}_{\mathrm{DS}}(\omega)$ and say that the trial succeeds if $\Gamma(\omega) \vdash A$, and fails otherwise. $\operatorname{Bel}(A)$ is then estimated by the proportion of the trials that succeed. The most straight-forward way is to pick $\omega$ with chance $\mathrm{P}_{\mathrm{DS}}(\omega)$ by repeatedly (if necessary) picking $\omega \in \Omega^{\times}$with chance $\mathrm{P}^{\prime}(\omega)$ until we get an $\omega$ in $\Omega$. Picking $\omega$ with chance $\mathrm{P}^{\prime}(\omega)$ is easy: for each $i=1, \ldots, k$, we pick $\omega_{i} \in \Omega_{i}$ with chance $\mathrm{P}_{i}\left(\omega_{i}\right)$ and let $\omega=\left(\omega_{1}, \ldots, \omega_{k}\right)$.

If the conflict is bounded, this algorithm has low complexity, proportional to the complexity of proof in the logic [21], but with a high constant factor because of needing a large number of trials to achieve a good estimate of values of belief. If the conflict is very high, we would be better off using more complex Monte-Carlo algorithms, such as a Markov Chain Monte Carlo algorithm [13, 21].

## Dempster-Shafer for the flooded river example

An uncertain rule $x_{j} \geq x_{i}$ with reliability $p \in[0,1]$, might be represented as a source triple $\left(\left\{\omega, \omega^{\prime}\right\}, \mathrm{P}, \Gamma\right)$, with $\mathrm{P}(\omega)=p$, $\mathrm{P}\left(\omega^{\prime}\right)=1-p$ and $\Gamma(\omega)$ being $\left\{x_{j} \geq x_{i}\right\}$, and $\Gamma\left(\omega^{\prime}\right)=\{\top\}$ (or alternatively the empty set of constraints). This corresponds to a simple support function [17]. Given just this source triple, we can deduce the rule $x_{j} \geq x_{i}$ with chance $p$ (and with chance $1-p$ we deduce nothing).

Suppose, for example, our information makes us absolutely certain that the level of compartment 1 is at least 75 , and strongly suggests it is at least 95 , with two more tentative lower bounds of 110 and 120. We might use source triple $\left(\Omega_{1}, \mathrm{P}_{1}, \Gamma_{1}\right)$ where $\Omega_{1}=\{1,2,3,4\}$, $\mathrm{P}_{1}(1)=0.1, \mathrm{P}_{1}(2)=0.1, \mathrm{P}_{1}(3)=0.4$, and $\mathrm{P}_{1}(4)=0.4 ; \Gamma_{1}(1)$ is the constraint $x_{1} \geq 120, \Gamma_{1}(2)=\left(x_{1} \geq 110\right), \Gamma_{1}(3)=\left(x_{1} \geq 95\right)$, and $\Gamma_{1}(4)=\left(x_{1} \geq 75\right)$. This source triple can be thought of as a constraint $x_{1} \geq l_{1}$ where $l_{1}$ is a random variable, taking values 120 , 110,95 and 75 with chances $0.1,0.1,0.4$ and 0.4 , respectively.

In this way we can model the uncertain upper and lower bounds for the compartments. Given that the appropriate independence as-
sumptions are satisfied, ${ }^{4}$ then we can use Dempster's rule to combine the information. We can then compute the combined beliefs in constraints of interest (or use a Monte-Carlo algorithm to approximate them). For example, if we find that $\operatorname{Bel}\left(\left\{x_{6} \geq 120, x_{6} \leq 130\right\}\right)=$ 0.7 then it means that with chance 0.7 we can deduce that the level of compartment 6 is in the interval $[120,130]$; the value 0.7 can be viewed as a kind of lower probability for $x_{6} \in[120,130]$. We can find which compartments have tightly constrained bounds, and for which our information is poorer. At the same time we can find smaller intervals containing $x_{i}$, associated with a smaller degree of belief, but which more tightly constrain the variable and enable us to make an educated guess at the water level.

## 6 DISCUSSION

This paper shows how a number of the most important uncertainty formalisms can be extended to deal with uncertain linear constraints. The formalisms we discuss are possibilistic logic, a generalised form of possibilistic logic which encompasses a general form of assumption-based reasoning, and Dempster-Shafer theory. Our approach, based on a logical representation of linear constraints, can also be easily applied to other uncertainty formalisms, such as some non-monotonic logics and belief revision formalisms [24].

To simplify the presentation, we presented a rather basic language of linear constraints in section 2. Allowing, for example, disjunctions of linear constraints (see e.g., [2, 12]) is important for many applications, for example, job shop scheduling. The formalisms for reasoning with uncertain linear constraints described in this paper generalise immediately to more complex logical languages such as these (see, in particular, footnote 3).
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[^0]:    ${ }^{1}$ Cork Constraint Computation Centre, Department of Computer Science, University College Cork, Cork, Ireland, n.wilson@4c.ucc.ie

[^1]:    ${ }^{2}$ Each variable is assumed to have a true, but (usually) unknown, value. We do not consider here the more complex case where some of the variables are decision variables, as studied in e.g., Simple Temporal Problems under Uncertainty [20].

[^2]:    ${ }^{3}$ The results in this section (in particular, theorems 3 and 4, as well as Theorem 2 in the last section) do not depend at all on the internal structure of the language $\mathcal{L}$ or of the set of models $\mathcal{M}$; the same results hold given arbitrary sets $\mathcal{L}$ and $\mathcal{M}$ with arbitrary relation $\models \subseteq \mathcal{M} \times \mathcal{L}$ used to define the semantic entailment relation between subsets of $\mathcal{L}$. In particular the results hold if the language $\mathcal{L}$ of linear constraints is extended with disjunctions and/or conjunctions and/or negations.

[^3]:    ${ }^{4}$ It is also possible to model dependencies in the information, by constructing a different combined probability function to $\mathrm{P}_{\mathrm{DS}}$.

