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Abstract. Search engines are the primary means by which people
locate information on the Web. Unfortunately most Web users are not
information retrieval experts and there is a tendency for Web queries
to be ambiguous and under-specified. Query expansion and recom-
mendation techniques offer one way to solve the ambiguous query
problem in Web search, by automatically identifying and adding new
terms to a vague query in order to focus the search. In this paper
we describe and evaluate a novel query recommendation technique
based on reusing previous search histories. This is achieved by select-
ing, ranking, and then recommending previously successful queries
to users. Its novelty stems from the way in which queries are scored
and ranked using relevance and coverage factors in order to priori-
tise those queries that are most likely to be successful in the current
search context. We demonstrate that these recommendations can lead
to improved search performance based on live-user data.

1 INTRODUCTION

Prominent search engines continuously develop new techniques to
aid Web searching. Unfortunately even the leading search engines
frequently fail to satisfy a user’s stated information needs, the rea-
sons for this often lie with the searcher as much as the search engine.
At their core, modern Web search engines rely heavily on informa-
tion retrieval techniques that were originally designed with infor-
mation retrieval experts in mind, information retrieval experts who
are trained to produce precise queries. These techniques were never
designed to cope with the vague queries that are commonplace on
the Web. For example, researchers have highlighted how the aver-
age Web query consists of only 2 or 3 search terms [12]. Because
of these difficulties, many of the more recent developments in Web
search have attempted to improve the way that Web search engines
respond to vague queries. This includes the development of new in-
dexing and ranking techniques that take advantage of the structural
properties of the Web, as well as relying on the content of Web docu-
ments (see for example, [3, 10]). As a more direct response to vague
queries, researchers have looked at ways in which additional search
context can be inferred and used to elaborate an initial user query
(e.g., [11, 17]).

Another common strategy involves expanding or elaborating
vague queries, or even recommending new queries, to provide users
with more precise search terms. It is this approach that mainly in-
terests us in this paper. In Section 4 we describe and evaluate a
novel query recommendation technique that suggests queries that
have proven to be successful during past search sessions. In addi-
tion we propose a novel ranking metric that prioritises queries based
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on their relevance and coverage characteristics. Finally, in Section 5
we show that, when evaluated on live user data, this ranking metric
produces superior query rankings in comparison to alternative met-
rics. But first we outline related work in the area of query expansion
and recommendation and summarise our work in the area of collab-
orative search (Section 3), which serves as a backdrop to our new
query recommendation technique.

2 RELATED WORK

A variety of methods have been developed to assist Web users with
their searching tasks. In this section we focus on those methods that
centre around query formation. These techniques can generally be
classified into three areas: introducing context to a search, using rel-
evance feedback techniques and taking advantage of the information
contained in query logs.

2.1 Context in Search

Vague queries are often problematic because they lack context; the
query ‘jaguar’ does not distinguish between an automobile, wildlife
or the operating system, any of which might be relevant to the
searcher. Context can be captured according to two basic approaches:
either by explicitly establishing context up-front or by implicitly in-
ferring context. Explicit context is relied upon by the Inquirus 2 sys-
tem [9] in that users are expected to select category information prior
to search (e.g., ‘research paper’, ‘homepage’ etc.) and this informa-
tion is then used to focus the search.

Without a doubt, user’s explicit judgements are the most reliable
source of context. Unfortunately users are often reluctant to stop and
provide explicit feedback. The alternative is to automatically infer
context information. This can be achieved by monitoring the user’s
activity immediately prior to search. For example, the Watson sys-
tem monitors user’s Word Processing activity and uses extracted key-
words to initiate search sessions [5]; see also Letizia [13].

2.2 Relevance Feedback

For many years researchers have suggested the use of relevance feed-
back as a source of query modification. The basic idea is to elicit
feedback from the user to indicate the relevance (or non-relevance)
of a particular retrieval result. This feedback, and information about
the terms contained within the documents, are used to suggest addi-
tional query terms (see for example, [15, 16]). Unfortunately, casual
users (and Web searchers especially) are rarely inclined to provide di-
rect relevancy judgments. For this reason researchers have proposed
the use ofad hocor blind feedback as a form ofpseudorelevance
feedback, without the need for direct user input. For instance, one



common approach (e.g., [4]) is to assume that the topk documents
retrieved are all relevant and to proceed according to a standard rele-
vance feedback technique. Obviously a potentially severe disadvan-
tage with blind feedback approaches is that top-ranking documents
may not be truly relevant. A number of coping strategies have been
proposed and positively evaluated for preventing the expanded query
drifting off topic (see for example, [14]).

2.3 Query-Log Analysis

Finally, it is worth highlighting a relatively new strand of related re-
search, one that emphasises the value of historical search session in-
formation contained within query logs. This approach is particularly
well suited to Web search applications given that the query logs of
Web search engines are liable to contain vast quantities of valuable
information. For example, [7] look for correlations between query
terms and document terms that can be mined from a search engine’s
query log. The basic idea is that if a set of documents is often se-
lected for the same queries then the terms in these documents must
be strongly linked to the terms in the queries. These correlated docu-
ment terms serve as candidate expansion terms (see also [19]).

3 A REVIEW OF COLLABORATIVE SEARCH

Collaborative search is motivated by two key ideas. First, specialised
search engines attract communities of users with similar informa-
tion needs. For example, a search field on an AI Web site is likely
to attract queries with a computer-related theme, and queries such as
‘cbr’ are more likely to relate to Case-Based Reasoning than to the
Central Bank of Russia. This idea is also supported by the growing
emphasis that is being placed on the importance of social networks
on the Web with services like Friendster (www.friendster.com) and
Google’s Orkut (www.orkut.com) actively promoting and facilitat-
ing the development of online communities. Second, by monitoring
user selections for a query it is possible to build a model of query-
page relevance based on the probability that a given page,pj , will
be selected by a user when returned as a result for query,qi. The
collaborative search approach combines these ideas in the form of
a meta-search engine that analyses the patterns of queries, results
and user selections from a given search interface serving a specific
community of users. I-SPY’s key innovation involves the capture of
search histories and their use in ranking metrics that reflect user be-
haviour. This approach has been implemented in the I-SPY search
engine and has been fully described previously; see [18]. However,
for completeness, in this section we will review the implementation
of collaborative search.

The I-SPY collaborative search architecture is presented in Figure
1. Briefly, the user query,q, is adapted and then submitted to base-
level search engines (S1 - Sn) . Similarly, the result-set,Ri, returned
by a particularSi is adapted, combined and re-ranked by I-SPY to
produceR′i, just like a traditional meta-search engine.

A unique feature of I-SPY is its ability to personalize its search re-
sults for a particular community of users without relying on content-
analysis techniques (e.g., [2, 12]). I-SPY achieves this by maintain-
ing ahit-matrix that records past search histories (see Figure 1). Each
element of the hit-matrix,H, contains a value,vij (that is,Hij = vij),
to indicate thatvij users have found page,pj , relevant for query,qi.
Each time a user selects a page,pj , for a query,qi, I-SPY updates the
hit-matrix accordingly.

I-SPY exploits the hit-matrix as adirectsource of relevancy infor-
mation; after all, its entries reflect relevancy judgments by users with

Figure 1. The I-SPY system architecture combines meta-search with a
facility for storing the search histories of individual communities of

searchers.

respect to query-page mappings. While, it is acknowledged that the
relevance metric is only a measure of apparent relevance rather than
an explicit judgement, it has been shown that implicit ratings, sim-
ilar to our relevance metric, have a strong correlation with explicit
interest in a result [6]. Therelevanceof a page,pj , to a query,qi, is
estimated by the probability thatpj will be selected forqi (see Equa-
tion 1). I-SPY then uses this relevancy information to rank the result
pages for a given query. Pages that are represented in the hit-matrix
for the current query are ranked ahead of all other pages retrieved
from the base-level search engines and are listed in descending order
of their relevance values. The remaining pages are ordered according
to a standard meta-search engine ranking metric.

Relevance(pj , qi) =
Hij∑
∀j

Hij
(1)

A key point to understand about I-SPY is that its relevancy metric
is tuned to the preferences of a particular set of users - the community
of I-SPY users using a particular version of I-SPY in a well-defined
context - and the queries and pages that they tend to prefer. Deploy
I-SPY on a wildlife Web site and its hit-matrix will be populated with
query terms and selected pages that are relevant to wildlife fans. Over
time pages relating to wildlife will tend to be prioritised because pre-
viously users have tended to select these wildlife sites. Other sites,
relating to different topics, may still be returned but will be relegated
to the bottom of the result-list. Studies to date have shown that this
can result in significant performance benefits [8, 17].

4 COLLABORATIVE QUERY
RECOMMENDATION

In this paper we are primarily interested in query recommendation
as a further means of helping users to locate their target information.
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Consider the following common search scenario: a user has entered
a query and received a result-list. They select one result that they
believe to be the most relevant but this result does not contain their
required information; perhaps it is broadly relevant but is missing the
specific target information that the user is looking for. At this point
the user has two choices: either they move on to the next relevant
result in the original result-list or they try a new query in the hope
that it will produce a better result-list. As we have mentioned earlier
query recommendation and elaboration techniques attempt to assist
the searcher by suggesting alternative queries, or expansions of their
current query, that they might try at this stage.

4.1 Generating Candidate Queries

Our collaborative query recommendation approach relies on the hit-
matrix data collected during collaborative search to recommend new
queries. However, it differs from other query recommendation tech-
niques that rely on query logs and past search histories in a number of
important respects. Firstly, the query recommendations are triggered
and informed by the user selecting a result page; we call this thetrig-
ger page. Secondly, instead of looking for term overlaps between the
current query and past queries, we focus on past queries that also led
to this result being selected by searchers; these so-calledcandidate
queries(see Equation 2) may or may not contain terms in common
with the original query.

CandidateQueries(pj) = {qi : Hij > 0} (2)

For example, let’s consider a student with a term paper to com-
plete on wildcats who searches using a version of I-SPY that is de-
ployed on a wildlife Web site. The student submits the query ‘jaguar
competitors’; they are looking for information on animals that the
jaguar competes with for survival. We have already seen how I-
SPY could help this student by disambiguating vague queries, such
as ‘jaguar competitors’, so that wildlife pages are prioritised above
other pages about the car or Apple’s operating system. Let us sup-
pose that the student selects the result ‘www.wildlife.com/jaguar’,
but that this page does not provide detailed information about the
Jaguar’s natural competitors. Let us further suppose that past queries
for which this page was selected include ‘jaguar’, ‘jaguar cats’, ‘habi-
tat jaguar’, and ‘jaguar enemy’. All of these queries can be recom-
mended on the basis that they too have led users to select the trig-
ger page, ‘www.wildlife.com/jaguar’. These are all candidate queries
that could be recommended to the user.

The problem now is how to judge which of these queries is likely
to be the best one for the user. Given the original ‘jaguar competitors’
query it appears that the last two candidates are more likely to yield
a satisfactory result than the first two; the last query clearly refers to
the natural competitors of the jaguar where as the first two are likely
to lead to more general information about the jaguar. This leads us
to the third notable feature of our query recommendation approach,
candidate queries are ranked to prioritise those queries that are more
likely to yield result lists that contain the desired target page.

4.2 Ranking Candidate Queries

In an earlier section we saw how collaborative search employs a
usage-based ranking function to calculate the relevance of a page,
pj , for a query,qi, (see Equation 1). In our query recommendation
technique we use the same metric, but this time we use it to rank
the candidate queries that have been recommended based on a given

page selection. This will prioritise those queries that, in the past, have
resulted in frequent selections of the current trigger page. Our intu-
ition is that the user has selected this trigger page because it appears
to be relevant to their needs and that, as such, other queries for which
this page has a high relevance score are, all other things being equal,
likely to serve as useful recommendations.

Of course all other things are not equal and, as a result, relevance
on its own is unlikely to produce an effective ranking of candidate
queries. For a start, while the user has selected the trigger because it
appears to be relevant, the fact is, it does not completely fulfill their
needs. At best, this page is actually only partially relevant to the user
- remember our assumption is that they are not satisfied at this point
- so queries that result in very high relevance scores for this page
may not accurately capture our user’s precise requirements either.
For instance, the trigger page might be a very general page leading
to candidate queries that are very broad in scope; the general page
‘www.wildlife.com/jaguar’ is likely to have high relevance scores for
general queries such as ‘jaguar’ and ‘jaguar cats’ but these pages are
not likely to be the ideal candidates for a user who is interested in
more specialised pages about the natural competition faced by the
jaguar in the wild.

Given that the user is not satisfied with the trigger page it is also
very important to ensure that the result selections for the candidate
queries are not dominated by the trigger page. If the trigger page has
a very high relevance for some candidate query,qc, then it is likely
that very few other results have ever been selected forqc. Obviously
this reduces the chances that a satisfactory page will be one of the few
other pages that have been selected forqc. In the extreme, when the
relevance of the trigger page forqc is 1, thenqc has nothing to offer
as a query recommendation because none of its other results have
ever been considered to be relevant; they have never been selected.

Thus, we need to recommend queries that have many relevant re-
sults because this will clearly increase the likelihood that their result-
list will contain the target information. This idea is captured by the
coverage metric (see Equation 3). For a given query,qi, the coverage
computes the number of results selected forqi in proportion to the to-
tal number of pages selected in Q, where Q is the set of all candidate
queries for a page,pj (see Equation 2). If a query has a high cover-
age then many of its results have been deemed relevant (selected) in
the past. If it has a low coverage then its result list contains very few
relevant results.

Coverage(qi, Q) =
|{Hki∀k: Hki 6= ∅}|

| ∪∀ql∈Q pk∀k: Hkl 6= ∅| (3)

Ideally we would like to recommend queries that have a high rel-
evance (to the trigger page) and that offer a high degree of coverage.
Thus our proposed ranking function combines the relevance and the
coverage of a query to produce a single ranking score, and in the next
section we will evaluate a number of possible combination methods.

5 EVALUATION

Ultimately the success of our query recommendation technique will
rely on its ability to recommend queries that are likely to lead to
successful results, and on its ability to prioritise these queries ac-
cordingly. We will test this ability using search data collected from
92 computer science students from the Department of Computer Sci-
ence at University College Dublin. This current evaluation is part of
an experiment that was designed to evaluate the benefits of I-SPY
in the context of a fact-finding or question-answering exercise. To
frame the search task we developed a set of 25 general knowledge
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AI and computer science related questions, each requiring the stu-
dent to find out a particular fact (time, place, person’s name, system
name etc.). The resulting search logs provided information about the
queries submitted and the results selected; in total the 92 users gen-
erated 2673 queries and made 2751 page selections.

5.1 Methodology

We manually assessed all pages in terms of whether they did or did
not contain the answer to a particular question. With the logs pro-
duced from the aforementioned evaluation, and using the hit-matrix
data that I-SPY gathered during the experiment, each time a user se-
lected a page that did not contain the answer they were looking for,
we generated a set of candidate queries. Next, we scored and ranked
each set of candidate queries using five separate ranking functions as
follows:

1. RelevanceOnly- candidate queries are sorted in decreasing order
of their relevance to the trigger page.

2. CoverageOnly- candidate queries are sorted in decreasing order
of their coverage.

3. Product - candidates are sorted in decreasing order of their rele-
vance value multiplied by their coverage value.

4. ArithMean- candidates are sorted in decreasing order of the arith-
metic mean of their relevance and coverage values.

5. HarmMean- candidates are sorted in decreasing order of the har-
monic mean of their relevance and coverage values.

The RelevanceOnly and CoverageOnly serve as benchmark met-
rics and are unlikely to serve as suitable ranking metrics because ei-
ther factor on its own does not provide enough information to judge
query quality. The Product and ArithMean provide more promising
alternatives by combining relevance and coverage in standard ways,
although they are biased towards the minimum and maximum factor
for a given query. For instance, a query with a relevance of 0.8 and
a coverage of 0.2, will obtain a ranking score of 0.16 according to
the Product metric but a much higher score of 0.5 according to the
ArithMean metric. In contrast, the HarmMean will penalise queries
that differ greatly in their individual relevance and coverage score, so
that in this example the HarmMean metric would produce a score of
0.32.

Finally, we estimated the success of each query as the proportion
of times that it results in the selection of a page that is known to
contain the correct answer. The point to remember here is that just
because a page is returned for a query, does not mean it will actu-
ally be selected by the user. However, the success metric, is as close
to an explicit judgement as possible, as we know whether or not a
result contained the correct answer. The further down the result-list
that a relevant result is positioned, the chances of it being selected
fall away rapidly. High quality queries should include correct result
pages at the top of their result lists, and these pages will have a better
selection likelihood, and thus a better success estimate. Hence one of
the central issues to be investigated is the correlation between each
ranking metric and the success likelihoods. Ideally, there should be
a strong correlation; high query ranking scores should be associated
with high success likelihoods and vice versa.

5.2 Results

The results are presented for each of the 5 metrics in Figure 2 as plots
of the average success observed for queries with various ranking
scores. We have divided the scoring range into low (< 0.3), medium

Figure 2. Mean Query Success results: (a) Relevance (b) Coverage (c)
Product (d) Arithmetic Mean (e) Harmonic Mean

4



(0.3 to 0.7) and high (> 0.7) categories, these categories were chosen
based on the dispersion of the data points. The mean scoring range
for each category is also indicated above each bar. Overall the har-
monic mean (HarmMean) and arithmetic mean (ArithMean) metrics
perform best. Each shows a strong positive correlation between the
ranking score and the probability that a query with this score will be
successful. For example, the HarmMean metric results (Figure 2(e))
indicate that queries with a low ranking score (< 0.3) have only a
6% probability that their result lists will contain the correct page.
For queries with a medium ranking score this success probability in-
creases to 16%. And high ranking queries (> 0.7) have a 41% chance
of retrieving the correct result page. A similar pattern is seen for the
ArithMean metric although it is worth noting that none of the queries
that received a low ranking for this metric turned out to be useful.
In the case of the RelevanceOnly, CoverageOnly and Product met-
rics we find a markedly different pattern. In each case queries with
a moderate ranking score are more likely to be successful than those
with a high ranking score. This is clearly not a desirable result, as it
would lead to the prioritisation of query recommendations that were
less likely to be useful.

Table 1. Overall Correlation Values of Metrics and Success Values

Metric Correlation

HarmMean 0.993
ArithMean 0.937
Product -0.024
CoverageOnly 0.555
RelevanceOnly -0.028

The actual correlations between the ranking scores and the success
scores are presented in Table 1. The HarmMean produces the best
correlation (0.993). The ArithMean correlation preformed slightly
worse (0.937). The RelevanceOnly and Product both produced a
marginally negative correlation (about 0.02), suggesting that these
metrics are not suited for query recommendation.

6 CONCLUSIONS

The proposed query recommendation technique uses information
about a user’s result selections, and the selections of past users, in or-
der to select, score, and recommend new queries. We argue the need
for two important scoring factors, relevance and coverage, and show
how they can be combined as ranking metrics. Our evaluation results
confirm that, on its own, relevance does not adequately capture the
circumstances under which a query is likely to prove to be useful -
but that by combining relevance and coverage together, reliable query
recommendation is possible. In particular, combining relevance and
coverage using a harmonic mean metric is seen to produce the best
ranking results because this metric is not biased by large individual
coverage or relevance values. This work focuses on recommending
queries for a particular result, similar work reverses this idea by rec-
ommending different results for similar queries [1]. Future work will
build upon the current evaluation and we hope to avail of larger query
logs as the basis for a more robust test of collaborative query recom-
mendation. This search task was performed in a controlled environ-
ment, a larger scale experiment would allow us to confirm our belief
that our algorithm would benefit users that perform related searches.
In addition, we will consider additional factors that may also have a
role to play during query recommendation.
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