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Abstract. Relying purely on query-page similarity when ranking
Web search results limits the scope of the result set to the detriment
of search performance. In this paper we propose that introducing di-
versity into the ranking metric can increase topic coverage without
adversely affecting result relevance in the face of vague queries.

1 Introduction

The failure of large-scale commercial search engines to satisfy a
user’s query at the first time of asking - if at all - and the user frustra-
tion that occurs as a consequence is well documented. When faced
with a vague or under-specified query Web search engines, and most
other types of information retrieval (IR) system, are renowned for
returning imprecise and otherwise unsatisfactory result lists [4].

Part of the blame must rest with the users themselves; they rarely
look beyond the first page of results and have a tendency to formulate
under-specified queries consisting of between 2 and 3 search terms
[8]. Coupled with the fact that most commercial search engines index
over 1 billion documents, this leads inevitably to large result-lists
with poor precision characteristics.

Generally, search engines rank results according to their similarity
to the query terms and this, combined with the ranked-list presenta-
tion paradigm that has been almost universally adopted, can lead to
result-lists with low diversity and poor coverage of the information
space. For example, for the query ‘lisp’, the top 60 Google results
relate to the programming language Lisp and only a handful of pages
in the top 200 relate to other valid topics, none of which contain in-
formation on speech impediments. One might argue that this is to
be expected, that there is inevitably a predominance of computer re-
lated content on the Web. This is undoubtedly true, but it is no longer
matched by a corresponding bias among Web searchers and the lack
of diversity among these results will frustrate searchers who are in-
terested in the less well represented interpretations of ‘lisp’.

The above bias is endemic in modern Web search engines because
their ranking metrics take only a local view of result relevance; in
short, relevance is computed on the basis of similarity to the query
without consideration of any other candidate results that may have
already been selected for retrieval.

The problem of how to handle vague queries has been addressed
before, where factors other than query-page similarity have been con-
sidered when ranking search results [1]. The introduction of a search
context has been used as a method for disambiguating queries and
shows promise as a means for focussing search when faced with
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vague queries (see [3, 5, 9] for more). An alternative solution in-
volves the clustering of search results ([11, 12]), presenting them as
an organised collection of documents rather than a flat list of results.
This method, although representing a move away from the widely
accepted ranked-list presentation paradigm, has shown that it is ca-
pable of producing well-defined clusters of Web documents which
help to focus the searcher on the topic at hand.

The case-based reasoning (CBR) community has recently begun to
question the similarity assumption inherent in related IR applications
such as recommender systems. Their argument is that in many sce-
narios query-similarity can be sacrificed in favour of improved result
diversity to maximise the coverage of the retrieved cases ([6, 7, 10]).

In this paper we investigate the ranking of search results by consid-
ering both query-page similarity and result diversity. This technique
is adapted from one used in the field of recommender systems [10]
and we show that it preserves query similarity while increasing over-
all result diversity, and that it can even improve precision and recall.

2 Similarity vs. Diversity
We use a ranking metric that uses a measure of similarity and di-
versity to compute result quality (see Equation 1), assuming a stan-
dard query-page similarity metric, Sim(q, p) and also assuming that
Sim(pi, pj) gives the similarity between pages pi and pj . The qual-
ity of a page p for a query q is calculated relative to the set of pages
already selected, R = r1, r2, .., rm using the equations below:

Qual(q, p, R) = Sim(q, p) ∗ RelDiv(p, R) (1)

RelDiv(p, R) = 1 if R = {}; (2)

=

∑
i=1..m

(1 − Sim(p, ri))

m
, otherwise

2.1 Bounded Greedy Selection
We implement a bounded greedy selection algorithm similar to that
in [10]. This algorithm selects the best bk (where b is a bound used
to limit algorithm complexity and k is our desired result-list size)
pages according to their query-similarity. Pages are then iteratively
selected by choosing the page with the highest quality (see Equation
1) on each iteration. The first selected page is always the most similar
to the query but the remainder depend on query similarity and their
similarity to previous selections. The result is a set of pages that are
similar to the query but different in terms of content from each other.

This algorithm has a small selection cost since k pages are selected
from bk pages instead of from n (where n is the size of the initial
result list) pages and bk � n for typical low values of b and k.



Since we do not examine all pages, we may miss a page with a
marginally lower similarity value than the best bk pages but a sig-
nificantly better diversity value. However, the likelihood of this de-
creases with page similarity, so for suitable values of b it is unlikely.

[10] shows that the bounded greedy selection algorithm offers a
good combination of diversity and computational efficiency, at least
in CBR systems. Of course here we are interested in Web search
and in our evaluation we investigate whether the advantages of this
diversity preserving technique transfer into the Web search context.

3 Evaluation
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Figure 1. (a) Query-similarity profile, (b) Avg. diversity profile for SIM
and DIV at various result list sizes

For our evaluation, we implemented one search engine which re-
lied on pure similarity-based ranking (SIM) and another which used
the diversity-enhancing technique (DIV). These engines were used
to rank the results for around 670 queries from a variety of domains
([2]). For each query, a set of relevant results was obtained as fol-
lows. The query was submitted to the HotBot search engine and the
top 1000 results were retrieved. The top 1000 results for a contex-
tualised version of each query (e.g. ‘jaguar mammal’ for the query
‘jaguar’) were also retrieved. The set of relevant results for the non-
contextualised query was taken to be the intersection of these two re-
sult lists. Using these sets of relevant results, the number of relevant
results returned for different list sizes was calculated and precision
and recall characteristics were measured for each query.

The similarity and diversity profiles for each engine’s result lists
can be seen in Figure 1. As expected, increasing the diversity of a
result-list leads to a drop in query-page similarity. The thing to note
here is the difference between the magnitude of the drop in similarity
versus the increase in diversity. The minor drop in similarity experi-
enced by DIV is accompanied by a large increase in result diversity.

To investigate whether the enhanced-diversity result lists have an
effect on the overall relevance of the result lists, we calculated preci-
sion and recall values for each result list using the pre-computed set
of relevant results mentioned above. The results of this analysis can
be seen in Figure 2, for the mammals and travel domains. The graphs
for the other 3 domains are qualitatively similar. The significance of
these results is that where a drop in result list relevance might be
expected for DIV, no such drop is experienced. The fact that DIV’s
precision and recall characteristics are better than those of SIM for
these experiments is an added bonus but may not be reliable.

4 Conclusions
We conclude from the above evaluation that the diversity-enhancing
ranking strategy provides us with the benefits of diverse search re-
sults, such as increased topic coverage, with minor sacrifices in
query-page similarity. Furthermore, the DIV engine provided preci-
sion and recall characteristics that were better than those provided by
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Figure 2. (a) Precision results for the mammals domain, (b) Recall results
for the mammals domain, (c) Precision results for the travel domain, (d)

Recall results for the travel domain

the SIM engine where the same or slightly worse performance would
be acceptable, although this may not be statistically significant.
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