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Abstract. Learning preferences is a useful tool in application fields
like information retrieval, or system configuration. In this paper we
show a new application of this Machine Learning tool, the analysis
of sensory data provided by consumer panels. These data sets collect
the ratings given by a set of consumers to the quality or the accept-
ability of market products that are principally appreciated through
sensory impressions. The aim is to improve the production processes
of food industries. We show how these data sets can not be processed
in a useful way by regression methods, since these methods can not
deal with some subtleties implicit in the available knowledge. Us-
ing a collection of real world data sets, we illustrate the benefits of
our approach, showing that it is possible to obtain useful models to
explain the behavior of consumers where regression methods only
predict a constant reaction in all consumers, what is unacceptable.

1 ANALYSIS OF SENSORY DATA

An important part of the success of food industries relies on their
ability to produce their specialties satisfying the consumers’ sensory
requirements. A survey of the use of sensory data in the food industry
can be found in [8]; for a Machine Learning perspective, see [4].

Sensory data include the assessment of food products provided by
two different kinds of groups of people usually calledpanels. The
first one is made up of a small group of expert, trained judges; these
will describe each product by attribute-value pairs. Here we must
assume that a rating of “7” (in say, texture) means the same for a
given expert in every product, though not necessarily for every ex-
pert. The second kind of panel is made up of untrained consumers;
these are asked to rate their degree of acceptance or satisfaction about
the tested products on a scale. The aim is to be able to relate sensory
descriptions (human and mechanical) with consumer preferences in
order to improve production decisions.

If we consider the whole data collected in a sensory study, we have
to take into account that these data sets have some important proper-
ties that must be considered. First, we observe that the assessments
come from a set of different consumers. This implies that we will
have different scales in the available ratings. In other words, “7” does
not mean the same for everybody. Second, in eachtesting sessiona
small set of products is shown to consumers, but their ratings can not
be considered in an absolute way; in fact, they use the assessments
to express a relative ordering of the samples presented in that testing
session. This is known asbatch effect: an object presented in a batch
with clearly worse objects will probably obtain a higher rating than if
it were surrounded by preferable objects. Finally, consumers do not
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test all available samples. Typically, each consumer only participates
in one or a small number of testing sessions.

Traditionally the process given to these data sets includes testing
some statistical hypothesis [9, 8]. In all cases these previous ap-
proaches demand that all available food products must be rated by
all consumers. An alternative approach can be based on regression.

In the next section we will present our approach to deal with ses-
sions explicitly. The overall idea is avoid trying to predict the ex-
act value of consumer ratings; instead we will look for a function
that returns higher values to those products with higher ratings. Such
functions are called preference or ranking functions [2].

2 BINARY SEPARATION AND PREFERENCES

Although there are other approaches to learn preferences, following
[5, 7, 1] we will try to induce a realpreferenceor ranking function
that maximizes the probability of assigning a higher rating to an ob-
ject v than to an objectu wheneverv is preferable tou. We have a
collection of preference judgmentsPJ ={vj >uj : j = 1, . . . , m},
and following [5] we are looking for a function such that

F (vj , uj) > 0 andF (uj , vj) < 0 ∀j = 1, . . . , m. (1)

Therefore, we have a binary classification problem that can be
solved by an SVM classifier2 obtaining a function of the form

F (x, y) =

n∑
i=1

αiziK(x
(1)
i , x

(2)
i , x, y) (2)

where the pairs(x(1)
i , x

(2)
i ) are the support vectors, andK is the ker-

nel used. The key idea is the definition of the kernelK as
K(x1, x2, x3, x4)=k(x1, x3)− k(x1, x4)− k(x2, x3)+ k(x2, x4) (3)

wherek is a kernel function defined as the inner product of the repre-
sentation of two objects in the features space. In the experiments re-
ported in the next section, we will employ a linear (k(x, y) = 〈x, y〉)
and a polynomial kernel (k(x, y) = (〈x, y〉 + 1)2).

3 EXPERIMENTAL RESULTS

To illustrate the benefits of our approach, we have conducted some
experiments with a couple of sensory data bases. In both cases we
performed a comparison between the scores achieved by preference
approaches and those obtained by regression methods. To estimate
the errors, we used 10-fold cross validation repeated 5 times.

As was explained above, the core point is the concept of testing
session. Thus, for each session, to summarize the opinions of con-
sumers, we computed the mean of the ratings obtained by each food
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Table 1. Beef meat (above) and cider (below) error results. In regression
we report the relative mean absolute deviation; in preferences, the
percentage of preference judgments pairs misclassified is shown.

Regression Preferences
Linear Cubist SVM linearSVM Poly Linear Cubist

tenderness 96.3% 97.8% 29.6% 19.4% 41.5% 43.1%
flavor 99.3% 103.4% 32.7% 23.8% 43.8% 46.5%
acceptance 94.0% 97.2% 31.9% 22.1% 38.4% 40.2%

Average 96.51% 99.49% 31.39% 21.79% 41.24% 43.27%

acidity 103.0% 109.4% 29.9% 18.0% 40.0% 42.4%
bitterness 105.8% 111.9% 30.5% 23.1% 56.0% 47.4%
flavor-1 105.3% 111.7% 27.2% 17.1% 42.4% 44.3%
flavor-2 107.2% 116.0% 28.6% 17.9% 45.6% 45.0%
flavor-3 110.3% 107.7% 33.6% 17.7% 43.8% 41.8%
bouquet 104.0% 110.2% 26.4% 21.0% 43.5% 42.7%
color 98.4% 109.9% 26.1% 17.8% 41.3% 43.4%
visual-1 103.2% 113.0% 25.9% 13.4% 41.7% 43.1%
visual-2 102.3% 112.0% 34.0% 20.0% 43.8% 45.7%
visual-3 107.2% 120.5% 25.3% 20.6% 45.6% 49.3%
visual-4 98.7% 97.2% 23.0% 14.0% 36.5% 38.2%

Average 104.12% 110.87% 28.24% 18.23% 43.65% 43.92%

product, which is endowed to the objects’ descriptions to conform
the regression training sets. Notice that in this context all consumers
have tested all products at the same time. Such training set can be
used to induce a function that predicts the exact ratings of consumers.
We made this experiment with a simple linear regression and with a
well reputed regression algorithm: Cubist (RuleQuest Research).

On the other hand, we can obtain some preference judgments com-
paring the rating of each product with the rest, one by one, and con-
structing the corresponding ordered pair. To learn from these prefer-
ence judgment data sets we used SVM with linear and polynomial
kernels. In this case, the errors have a straightforward meaning as
misclassifications; but in order to allow a fair comparison between
regression and preference learning approaches, we also tested regres-
sion models on preference judgments test sets, calculating their mis-
classifications.

The first data base comes from a study carried out to determine the
attributes that entail consumer acceptance of beef meat [3] while the
second data base deals with sensory data about traditional Asturian
cider [10]. Experimental results are shown in Table 1.

First, let us observe that regression methods are unable to learn any
useful knowledge: their relative mean absolute deviation (rmad) is
near 100% in all cases, what means that the mean absolute deviation
is more or less the same as that of the mean predictor. Even when
we use what was learned with Cubist or a simple linear regression
in order to discriminate what was preferred, then the scores are very
poor; a cross validation shows that, in average, in this way the errors
are over 40%.

On the other hand, when we use the preference learning approach,
the usefulness of the models so obtained is considerably higher. Sep-
arating methods based on SVM as described in Section 2 can reduce
these errors to reach around 30% when we use a linear kernel, but
we obtain errors near 20% if the kernel is a polynomial of degree 2.
The rationale behind the improvement achieved by nonlinear kernels
can be explained taking into account that the positive appreciation
of food products usually requires a precise equilibrium of its com-
ponents, and the increase or decrease of any value from that point is
frequently rejected.

4 CONCLUSIONS

The analysis of sensory data is a very interesting issue for food in-
dustries, since it provides the knowledge that allows leading produc-
tion systems in order to satisfy the consumers’ sensory requirements.
Regression algorithms can not be successfully applied because these
methods do not take into account that consumers do not rate all avail-
able products; they only assess groups or batches of products pre-
sented in a small number of sessions; and consumers give numerical
assessments only as a way to express a relative preference, not to be
considered as a absolute rating.

Our proposal is to learn functional models able to explain con-
sumer preferences, instead of the exact ratings. In a very practical
sense, we can conclude that consumer panels should be asked to con-
centrate in providing preference judgments pairs instead of lists of
ratings. Experimental results show that non-linear functional models
achieve the best accuracies in the two real-world sensory data sets
analyzed.
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